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Abstract: This letter reports basic acoustic phenomena related to part-
pedaling in the piano. With part-pedaling, the piano tone can be divided into
three distinct time intervals: initial free vibration, damper-string interaction,
and final free vibration. Varying the distance of the damper from the string,
the acoustic signal and the damper acceleration were measured for several
piano tones. During the damper-string interaction, the piano tone decay is
rapid and the timbre of the tone is affected by the nonlinear amplitude limi-
tation of the string motion. During the final free decay, the string continues to
vibrate freely with a lower decay rate.
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1. Introduction

The sustain pedal is generally recognized as an essential part of the piano, and it is used to create
different artistic expressions in piano performances.1 Professional pianists apply different ped-
aling techniques, such as part-pedaling, vibration pedal, and pulsation pedal instead of just
depressing and releasing the pedal.1 Especially part-pedaling is used very often. Part-pedaling
in this context means a common use of the sustain pedal where the pedal is not fully depressed,
but pressed somewhere between the two extremes. In this letter, the effect of part-pedaling on
piano tones is studied through recordings and signal analysis. Interesting questions are how the
decay characteristics of the tones vary as a function of the depth of the sustain pedal and how the
interaction between the damper and the string affects the sound. Earlier studies2,3 concentrated
on the differences in the two extreme positions: the sustain pedal is not used and it is fully
depressed.

Physically informed sound synthesis of musical instruments has gained popularity
during the past decades.4 In order to produce an authentic piano sound with this technique, the
underlying acoustical principles of the instrument need to be known. Although the acoustics of
the piano are well documented in the literature (see, e.g., the introduction of Ref. 5), the effect
of the pedals, and especially the use of different pedaling techniques, has been studied less.
Algorithms for producing the full sustain-pedal effect in physics-based piano synthesizers have
already been presented.2,6,7 The fundamental goal of the present study was to obtain informa-
tion to support the development of a sustain-pedal algorithm for a physics-based piano synthe-
sizer.

Figure 1(b) illustrates how part-pedaling affects the sound waveform of the tone G3.
Compared to the tone played without the sustain pedal [Fig. 1(a)], one notices that the decay
includes a prolonged, soft tail after the key release, lasting for several seconds. This indicates
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that the damper does not fully attenuate the vibrating string when the key is released. The ver-
tical lines at 1.0 s show the time instant when the key has been fully released. In all three cases
the key was released fast by suddenly removing the finger from the key. The example tones are
available for listening at the companion web page of this article.8

2. Recordings and measurement setup

Six mezzo forte tones (C1, A1, G2, G3, D4, and A4) of a Steinway & Sons grand piano (model
C, 224 cm) in concert condition were recorded in a rehearsal studio. The tones were selected so
that all four damper shapes used in the instrument were represented: C1 was a one-string low
bass tone with a ∧ profile damper; A1 was a double-string bass tone with a ∨ profile damper; G2
and G3 were string triplets with double wedges; D4 was a string triplet with a double wedge on
the half toward the agraffe and flat cushion toward the bridge; and A4 was a plain string triplet
with a flat cushion. The tones were recorded with a Brüel & Kjær model 4003 omnidirectional
condenser microphone (powered by a B&K 2812 power supply) positioned about 30 cm above
the strings. In order to be able to synchronize the audio signal to the different phases of damper
movement, a miniature accelerometer (B&K 4374, mass 0.7 g) was attached on top of the cor-
responding damper. The tones were played manually. The position of the dampers (height above
the strings) was controlled through adjustment of the sustain-pedal rod nut instead of by press-
ing the sustain pedal with the foot.

Two types of recordings were carried out, both with accurate control of the damper
position. First, only the dampers of the selected tones were regulated so that they did not touch
the strings when the sustain pedal was not pressed down. This was done by adjusting the posi-
tion of the damper wire in the damper block. The distance between the selected dampers and the
corresponding string groups were then altered in steps by turning the adjustment nut on the
sustain-pedal rod. In this way it was possible to control the damper position of the selected
notes, while the rest of the strings remained fully damped. Starting from full damping, the
distance between the dampers and the strings was increased in steps of 60° until the condition
that was considered to correspond to a full sustain pedal was reached. This occurred after about
two and three full turns in the treble and bass range, respectively. Each case was repeated three
times. In the second recording session the damper regulation was returned to normal, i.e., the
turning of the sustain-pedal rod nut made all dampers rise by the same amount. Compared to the
previous case, this condition was closer to the normal use of the sustain pedal.
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Fig. 1. Sound waveforms of the piano tone G3 �f0=196.4 Hz� played �a� without the sustain pedal, �b� with
part-pedaling, and �c� with full sustain pedal. The curves are aligned at key release �vertical lines�, defined as the
time instant when the key reached the upper position.
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The actual height of the damper was checked with a dial gauge, rigidly mounted on the
metal plate inside the piano. In order to minimize the pressing force on the damper during
measurements, a piece of copper foil was glued on top of the damper. Measurements were made
by observing the electrical contact as the tip of the dial gauge touched the damper. It was found
that one full turn corresponded to a 0.45 mm change in damper height. The adjustment step size
of 60° corresponded to 0.08±0.01 mm.

3. Analysis of decay characteristics

Decay characteristics were obtained from analysis of tones included in the first recording ses-
sion, where all but the selected notes were fully damped in order to minimize the amplitude
beating caused by sympathetic coupling to other strings. This choice leads to clearer results and
reveals adequate information about how the interaction between the damper and the string
group affects the decay process for different positions of the damper (corresponding to sustain-
pedal depth in normal playing). Following the standard notation, decay time is defined here as
the time that it takes for a tone to decay 60 dB.

When part-pedaling is used, the decay process can be divided into three time intervals.
This is illustrated for tone G3 in Fig. 2, where panel (a) shows the log envelope of the micro-
phone signal and panel (b) the corresponding envelope of the signal from the accelerometer that
was attached to the top of the damper. The vertical line shows the time instant when the key is
released, approximated from the shape of the magnitude of the damper acceleration signal. In
this case, the damper height adjustment was approximately in the middle of the part-pedaling
range, roughly corresponding to 0.5 mm above full damping position.

The first time interval, which is called the initial free vibration, is measured from the
maximum of the sound signal log envelope to the second local maximum of the damper accel-
eration signal, which indicates when the damper stops its downward motion. The second time
interval, during which an efficient damper-string interaction takes place, spans from the second
local maximum of the damper acceleration signal to the point where the level of the acceleration
signal has dropped 90% of the maximum. This level has been determined experimentally from
the recorded data by comparing the shapes of the sound signal log envelopes and the magnitude
of the damper acceleration signal. For the analyzed tones, this level corresponded well with the
end of the second interval in the log envelope of the sound signal. The third time interval, the
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Fig. 2. �a� Log envelope of the microphone signal of the piano tone G3 using part-pedaling �solid line�. The damper
height adjustment was roughly 0.5 mm above full damping position. The dashed lines, indicating the decay times
during initial free vibration, the damper-string interaction, and the final free vibration, were obtained by linear
regression. The circles show the start and end points for the interval at which the lines have been fitted. The vertical
line shows the approximate time instant when the key was released, determined from the shape of the magnitude of
the damper acceleration signal. �b� The magnitude of the corresponding damper acceleration signal. The start and end
points for the second time interval have been indicated with circles �see text�.

Lehtonen et al.: JASA Express Letters �DOI: 10.1121/1.3162438� Published Online 15 July 2009

J. Acoust. Soc. Am. 126 �2�, August 2009 Lehtonen et al.: Part-pedaling effect in the piano EL51



final free vibration, is measured from the point where the previous interval ends and the free
decay starts. This time interval ends when the log envelope of the microphone signal reaches a
level which is 6 dB above the noise floor. The noise floor was measured using the nonlinear
least-squares method proposed by Karjalainen et al.9 The three phases of decay could be iden-
tified also in part-pedaling tones in the second set of recorded data where all dampers were
lifted as the pedal was depressed. Only when the depth of the sustain pedal approaches full
pedaling the clear structure of separate phases is lost, in agreement with observations in a pre-
vious work.2

The decay times for each of the three time intervals were measured using linear regres-
sion between the corresponding start and end points. Figure 3 shows the result of the decay time
analysis for tones G2 and G3 as a function of damper height adjustment, each step �0.08 mm�
indicated by the gridlines and data points. The decay times are averages across three repeated
recordings. The three time intervals, the initial free vibration, the damper-string interaction, and
the final free vibration are indicated with dashed, dash-dotted, and solid lines, respectively. The
part-pedaling effect is seen to set in where the curves for the damper-string interaction and final
free vibration start to separate.

As would be expected, the decay time of the initial free vibration remains uninfluenced
by the damper adjustments as the damper is lifted to its upper position by the key during this
interval. The decay time of the second interval, during which the damper and the string are in
efficient contact and rapid damping takes place, increases slightly as a function of the distance
between the damper and the string. This is also an expected result.

In addition, it can be seen that the decay time of the final free vibration increases as the
distance between the damper and the string increases. A similar result was found also by
Brauss.1 This is expected, since the damper suppresses mainly the vertical polarization of vibra-
tion. After the interaction the string continues to vibrate mainly in the horizontal polarization,
which is known to have a longer decay time than the vertical polarization.10 The initial levels for
the final free vibration increase 5–10 dB for G2 and G3, respectively, when the depth of the
sustain pedal is increased from no pedal to full pedal. It is interesting to note that the typical
part-pedaling effect occurs within a very limited range of damper height.

4. Analysis of the nonlinear effects of the damper-string interaction

When the key is released and part-pedaling is used, the damper hits the vibrating string causing
a nonlinear limitation of the string amplitude. This is prominent especially in the bass range
where the amplitude of the vibration is large. Nonlinear effects are known to transfer energy
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Fig. 3. Decay rates of the three time intervals of the decay �see text� as a function of the damper height adjustment
for two piano tones �a� G2 �f0=98.12 Hz� and �b� G3 �f0=196.4 Hz�: initial free vibration �dashed line�, damper-
string interaction �dash-dotted line�, and final free vibration �solid line�. Each adjustment step �grid line� corresponds
to 0.08 mm.
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from one mode to another in vibrating strings, for example, through tension modulation.11 If the
string has a nearly-missing mode, i.e., the string is excited close to a node of a string mode, this
particular mode can gain energy from lower modes. In this sense, part-pedaling resembles the
slapped bass effect,12 where the frets or the fingerboard limit the amplitude of the string vibra-
tion.

This part of the analysis was performed on the second set of recorded tones with the
dampers normally adjusted. The nonlinear effect caused by the damper interacting with the
vibrating string was studied through spectrograms. Figures 4(a) and 4(b) show the result for the
tone C1 when part-pedaling and full pedal, respectively, are used. The vertical lines indicate the
duration of the damper-string interaction with part-pedaling determined from the damper ac-
celeration signal, like in Fig. 2. The same interval is shown in Fig. 4(b) for reference. The
spectrograms were computed using a Chebyshev window of length 300 ms with 250 ms over-
lap.

Figure 4(a) shows that the relations between the levels of the partials change during the
decay when part-pedaling is used and influence the evolution of the timbre. The fundamental is
very weak (not visible in the spectrogram), since it is not radiated efficiently by the soundboard.
In addition, the hammer-string contact time is too short in the low bass to excite the lowest mode
efficiently, and the striking position is unfavorable. Partials 2–7 are excited, but they decay fast
compared to the case when the sustain pedal is fully depressed. Partial 8 is missing in Fig. 4(b)
because the striking point is located at 192 mm from the agraffe, corresponding to almost ex-
actly L /8, L=1573 mm being the string length. It can be seen in Fig. 4(a), however, that this
missing mode gains energy when the damper-string interaction starts in the part-pedaling case.
This is caused by the nonlinear limitation of the string amplitude. The tone C1 that is presented
in Fig. 4 is available for listening at the companion web page of the article.8

For the midrange tones G2 and G3, the effect of energy transfer from lower to higher
modes was not easy to observe, simply because there were no nearly-missing partials in the
spectra. This is the case for many piano tones as the hammer striking position changes smoothly
across the compass, and only for certain tones an efficient cancellation of some partials takes
place. The timbre of the tone is still changing during the damper-string interaction, however,
since some of the modes are attenuated more efficiently than others. This is explained by the
damper position and length: if a particular mode has an antinode at the damper position it will
die out quickly. On the other hand, if a mode has a node at the damper position and the length of
the damper is short enough, the corresponding partial will keep ringing even if the adjacent
partials are decaying fast. This effect can be seen in Fig. 4(a), where the seventh mode is decay-
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Fig. 4. Spectrograms of the tone C1 �f0=32.54 Hz� played �a� with part-pedaling and �b� with full pedal. The vertical
lines show the duration of the damper-string interaction when part-pedaling is used. The same interval is shown in
�b� for reference.
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ing slower compared to the lower modes. The damper covers the range 192–290 mm measured
from the agraffe, and the seventh mode has a node at 1573/7=225 mm, which is close to the
middle of the damper. Further, the length of the damper �98 mm� is less than a quarter of the
wavelength of the partial 7 �112 mm�. For the highest recorded tones D4 and A4, the described
behavior was not observed since most of the partials above the partial 4 have an antinode at the
damper position. In these tones the fundamental remains prominent after the damper-string
interaction. For the examined mid- and high-range tones, it was also typical that the level of the
tones decreased notably during the damper-string interaction.

5. Conclusions

This study presents new results on the effect of part-pedaling in the piano. When part-pedaling
is used, the decay of piano tones can be divided into three distinct phases: the initial free vibra-
tion, the damper-string interaction, and the final free vibration. These three phases have differ-
ent decay times. When the depth of the sustain pedal is increased from no pedal to full pedal, the
decay time of the final free vibration is increased. In the bass range the nonlinear amplitude
limitation causes energy transfer from the lower partials to higher partials, which can excite
missing modes during the damper-string interaction.

Future work includes further investigation of the properties of the damper-string inter-
action. The behavior of the dampers affects the piano sound greatly, and especially for low tones
the interaction with the string is a complicated process since the string vibrations cause vigor-
ous vibrations in the damper as well.13 Based on the present study, it can be concluded that a
faithful sustain-pedal algorithm design must account for the effect of dampers in part-pedaling.
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Abstract: This paper is a study about sound absorption properties of po-
rous metals at high sound pressure levels. A method of deriving the nonlinear
static flow resistance for highly porous fibrous metals is proposed by solving
Oseen’s equation to take account of the inertia effect, validated by experi-
ments of airflow measurement. In order to predict nonlinear sound absorbing
performance of a finite thickness porous metal layer, a numerical method is
employed, verified by sound absorption measurement in an impedance tube.
Accordingly, the effects of the nonlinear coefficient on the porous metal
sound absorption are investigated.
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1. Introduction

Because of advantages in heat resistance and specific strength, porous metals have potential
applications in noise control under extreme conditions, such as high sound pressure levels
(SPLs) and high temperatures. Those applications include aircraft engine liners and combustion
chambers for rocket engines. It was reported that compressed metallic foams in a liner can
enhance the broadband characteristics of noise reduction.1

It is well known that at high SPLs, the airflow velocity inside porous materials tend to
be so large that the flow resistance no longer follows Darcy’s law. This significantly affects the
sound absorbing performance of porous materials. Zorumski and Parrot2 found that the acous-
tic impedance is airflow velocity dependent at high sound-intensities. Kuntz and Blackstock3

showed that excess attenuation can be caused by the flow resistivity deviation from Darcy’s law.
A Forchheimer type nonlinearity was introduced by Nelson4 to accommodate acoustic signals.
Wilson et al.5 further extended the Forchheimer nonlinearity to the resistive damping and mass
reactance terms in complex density. This model was later modified by McIntosh and Lambert.6

A new set of parameters in the flow resistance is thus introduced. It is noted that the nonlinear
thermal effect is insignificant in porous materials.

Wilson and Lambert et al.5,7 also introduced a numerical as well as a wave perturba-
tion method to solve sound propagation inside porous materials, especially attenuation and
surface admittance at high intensities. With a different set of parameters, such as viscous and
thermal characteristic lengths but still based on Forchheimer’s correction to Darcy’s law, Um-
nova et al.8 introduced another model to deal with high-intensity sound propagation through
hard-backed rigid-porous layers. In this model, changes in wave amplitude due to the nonlin-
earity are assumed to be small when the distance of wave traveled is comparable to the wave-
length.

In this article, the static nonlinear coefficient in the Forchheimer relation is deduced
for highly porous fibrous metals. A numerical method is also introduced to calculate one-
dimensional sound propagation in porous metals. The porous frame is assumed to be rigid.
Experiments were conducted to verify the calculated results both for fibrous and lotus-type
porous metals. The former metals consist of sintered metallic fibers. The latter (also called as
gasars) contain unidirectionally aligned cylindrical pores.9 This is a preliminary study in order
to explore possible applications at high SPLs.
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2. Forchheimer parameter for highly porous fibrous metals

Forchheimer’s experimental law presents a simple relation that the static flow resistivity � is
linear with the cross-sectional average airflow velocity u inside a bulk porous material:

� = �0�1 + ��u�� , �1�

where � is the Forchheimer parameter, or the nonlinear coefficient in terms of relations between
the pressure gradient and the velocity.

Here the authors intend to deduce this parameter for highly porous fibrous metals,
which could as well have good sound absorption performance at linear conditions, i.e., at low
SPLs. The metal fibers are assumed to be laid out in parallel to each other, all perpendicular to
the flow direction. The average diameter of the fibers is 2a, and the average distance between the
centers of two neighboring fibers is 2R. A unit cell is hypothetically enveloped by a cylindrical
fluid surface, approximately of radius R.

The airflow problem is assumed to be at low Reynolds numbers. The flow resistivity is
obtained by solving Oseen’s equation, a linearized Navier–Stokes equation that the nonlinear
convection or inertia term is partially retained.10

�U0 · �u = − �p + µ�2u, �2�

where � is the air density, µ is the dynamic viscosity of the airflow, p is the pressure, u is the
airflow velocity inside the pores, and U0 is the ambient airflow velocity. The boundary condi-
tions are that of no-slip condition on the fiber cylinder surface and zero shear stress on the
hypothetical fluid surface boundary of each cell. After solving the equation by a method similar
to matched asymptotic expansions, a semi-empirical solution is obtained:

� �
2.9µ��1 − ��

a2 �1 +
1

5
Re� , �3�

where the porosity �=1− �a /R�2, and Re is the Reynolds number based on the diameter of the
fiber.

3. Solution to a porous metal layer with finite thickness

Following the one-dimensional acoustical equations of motion and continuity given by Wilson
and McIntosh et al.,5,6 and taking exp�i�t� time dependence, the equations describing sound
wave propagating inside porous materials can be written in the following form:

−
dp

dx
= i��v , �4�

−
dv

dx
=

i�

K
p , �5�

where � is angular frequency, u=�v, and � and K are complex density and bulk modulus.

� = �p +
8��0��u�

3�i�
, �6�

K = Kp, �7�

where �p and Kp are the linear complex density and liner bulk modulus, respectively. Now if a
porous metal layer with a thickness of Lp backed by a cavity of depth Lc, then from the above
four equations the authors can arrive at a second order nonlinear ordinary differential equation:
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d2u

dx2 + kp
2���u + C�u�u = 0, C =

8���0�

3�iKp
=

8��0kp

3�iZp
, �8�

where kp and Zp are the linear complex wave number and characteristic impedance of the porous
material, respectively. The boundary conditions are at the incident surface the velocity and pres-
sure must be continuous, while at the backing the surface impedance is assumed given. The
above equation is first non-dimensionalized with a characteristic velocity, and then linearized
and solved with a finite difference method.

4. Results and discussion

Both fibrous and lotus-type porous metals are used for the test. Six fibrous metal samples, Nos.
1–6, and two lotus-type porous metal samples, Nos. 7 and 8, were tested. The airflow resistivi-
ties of all these samples were measured according to the ASTM C522-73 standard. The surface
impedances and sound absorption coefficients were measured at various incident SPLs by the
transfer function method in an impedance tube, according to the ISO 10534-2 standard.

Parameters of Sample Nos. 1–6 are listed in Table 1. The static flow resistivities of
Sample Nos. 1–4 were measured as in Fig. 1(a). Then the sound absorption of sample Nos. 3, 5,
and 6 were measured at high SPLs as in Fig. 1(b). The static flow resistivities of Sample Nos. 7
and 8 were also measured, but both �0 and � were obtained by linear fit from experiments. These
parameters were then used to predict the surface impedance and sound absorption coefficient at
high SPLs, as shown in Fig. 2. The effect of the nonlinear coefficient � on the sound absorption
is then examined in Fig. 3 by introducing two dimensionless parameters.

Figure 1(a) shows that the linear static resistivity �0 decreases while the nonlinear
coefficient � increases with fiber diameter, when the porosity keeps roughly at the same order. It
was also found that the cross-sectional shape of the fiber has little effect on the calculation of the
resistivity, if a hydraulic radius is used for the average radius calculation. The hydraulic radius is
defined as twice the cross-sectional area divided by the circumference of the fiber. Figure 1
shows that the calculation agrees fairly well with experiments. This agreement validates the
perturbation solution to Oseen’s equation at low Reynolds numbers, where the flow is in the
transition regime between laminar and turbulent flows. Therefore, this agreement indicates that,
at high SPLs, part of the airflow resistance is spent on the generation of eddies that are not yet
developed into turbulent. This in a way also verifies the well known explanation that the non-
linearities are resulted from the inertia term in the Navier–Stokes equation, i.e., from drag in-
stead of turbulence.5

Two typical absorption curves of porous metals at resonance frequencies at high SPLs
are shown in Fig. 2. At these frequencies, sound absorption coefficient is usually large, but for
one type the coefficient monotonically drops with increasing SPLs as in Fig. 2(a). For another
type, the coefficient first increases, comes to a maximum, and then rapidly drops as in Fig. 2(b).
The two calculated curves follow almost exactly with the experimental data. Wilson et al.5 also
calculated these trends, but their experimental data were unable to verify the trends because the
range of their data was limited below SPL 140 dB. When the surface impedance instead of
admittance is drawn, it will be clearly shown that if the acoustic resistance is larger than �0c0 the
absorption coefficient will follow the trend of Fig. 2(a); if with increasing SPLs the acoustic
resistance is less than �0c0 first and then monotonically climbs over �0c0, the absorption trend
will be like Fig. 2(b).

Table 1. Parameters of fibrous porous samples.

Sample No. 1 2 3 4 5 6

Radius a ��m� 4 6 10 19.7 19 25
Thickness Lp �mm� 6.9 15.9 12.8 13.5 10 9
Porosity � �%� 95.75 92.98 96.43 96 92.8 95.1
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The relationship between the nonlinearity, frequency, sound absorption coefficient,
and incident SPL is shown in Fig. 3. In order to exclude the effects of porous layer thickness, the
thickness is taken as close to a characteristic length, ��c0�0 /��0, with which the layer has an
absorption relationship commensurate with a layer of infinite thickness. No cavity is assumed
so that the cavity effect is also excluded. The nonlinearity is represented by a combination of the
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Fig. 1. Fibrous porous metals: �a� static flow resistivity �calculated �=0.047,0.069,0.12,0.136 for Sample Nos. 1–4,
respectively� and �b� sound absorption of bulk samples with rigid backing at high SPLs, both at a resonance
frequency �No. 3� and not at resonance frequencies �Nos. 5 and 6�.
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Forchheimer parameter and the incident sound pressure: a dimensionless parameter 	
���pi� /�0c0, where �pi� is the modulus of the complex incident sound pressure, and �0c0 is the
characteristic impedance of air. The frequency is represented by another dimensionless param-
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Fig. 2. Lotus-type porous metals: sound absorption of bulk samples with a cavity in front of rigid backing. �a� No.
7: �0=29 981 Ns /m4, �=1.93 s /m, Lp=14.5 mm, Lc=41 mm, �b� No. 8: �0=13901 Ns /m4, �=0.81 s /m, Lp
=15.2 mm, and Lc=44 mm.
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eter 
����0 /��0, which characterizes the ratio of the pore size to the viscous boundary thick-
ness inside the pores. Figure 3 shows that with increasing porosity the sound absorption is less
oscillating with 
. The two types of sound absorption trends in Fig. 2 also appear here in Fig. 3
as the sound absorption varies with 	, at constant 
 of resonance frequencies. Figure 3 also
indicates that the greater the porosity, the more likely the sound absorption will keep to be
consistently large in a wide range of frequencies and SPLs.
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Fig. 3. �Color online� Sound absorption coefficient of porous layers with rigid backing and the nonlinear effects at
different porosities. Lp /�=0.86. �a� �=0.5 and �b� �=0.9.
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5. Conclusion

This study shows that the linear static resistivity �0 decreases while the nonlinear coefficient or
the Forchheimer parameter � increases with fiber diameter, when the porosity keeps roughly at
the same order. The trend of sound absorption coefficient at a resonance frequency under high
intensities is largely reflected by the ratio of acoustic resistance to the characteristic impedance
of air, depending on whether this ratio is greater or less than 1, and how this ratio changes with
the increasing SPLs. Both theoretical calculations for the Forchheimer parameter for highly
porous fibrous metals and the solution to porous metal layers are in good agreement with ex-
periments.
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Abstract: When a random rove is used in a perceptual task to control the
influence of an unwanted cue that may confound the decision strategy of pri-
mary interest, the effectiveness of the rove is determined by its range. Green
[Profile Analysis (Oxford University Press, Oxford, 1988)] provided a for-
mula which allows experimenters to determine the roving range required to
ensure that the listeners relying on the unwanted cue cannot exceed a pre-
defined percentage of correct responses in a two-interval, two-alternative
forced-choice experiment. Here, Green’s analysis is extended to the yes-no
and m-alternative, forced-choice paradigms �m�2�.
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1. Introduction

In designing an auditory detection or discrimination experiment, the researcher often faces the
possibility that multiple decision strategies, or perceptual cues, are available to the listeners in
performing the task. For example, in a spectral-shape discrimination experiment, the primary
interest of the researcher is the listeners’ ability to detect a change in the relative level of differ-
ent frequency components. However, a change in the relative level is always accompanied by
changes in the absolute level of certain frequency components. As a result, the task can also be
performed based on the absolute level of a single component, without having to monitor the
relative level of different frequency components at all. Unless the influence of the change in
absolute level on the listener’s decision is under control, the outcome of such an experiment will
not have any definitive implication on the listeners’ ability to discriminate spectral shapes. Any
cue other than the cue of primary interest is denoted as an unwanted cue in this paper. (Thus, in
the above example the absolute-level cue is an unwanted cue). One approach to limiting the
influence of an unwanted cue is to apply random rove to the stimulus dimension associated with
that cue, de-correlating the cue from the primary cue. For example, by randomly varying the
absolute overall stimulus level upon each stimulus presentation independent of changes made to
spectral shape, any change in absolute level will be an unreliable indication of a change in
spectral shape. For this reason, random rove has been an essential component in studies of
spectral-shape discrimination (e.g., Spiegel et al., 1981; Green, 1988). Aside from its role in
studies of spectral-shape discrimination, the randomization technique has had a long history in
auditory research, and has been applied in a wide range of studies and tasks to control the
influence of various unwanted cues, including frequency discrimination or pitch perception
(e.g., Henning, 1966; Moore and Glasberg, 1989; Emmerich et al., 1989; Dai et al., 1994;
Shackleton and Carlyon, 1994; Carlyon and Shackleton, 1994; Moore et al., 2006; Micheyl and
Oxenham, 2007; Oxenham et al., 2009), binaural hearing (e.g., Koehnke and Colburn, 1987;
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Wightman and Kistler, 1999; Zahorik, 2002; Stellmack et al., 2006; Fan et al., 2008), and cases
where multiple cues were controlled in a single task (e.g., Richards et al., 1989; Lutfi, 2001).

The extent to which an unwanted cue is controlled by a random rove is directly deter-
mined by the range of the rove. For the two-interval, two-alternative forced-choice (2I-2AFC)
paradigm, Green (1988) (pp. 19–21) provided a quantitative analysis of the limit that the ran-
dom rove imposed on the discrimination performance that can be achieved on the basis of an
unwanted cue. Specifically, for a given size of the change in the variable associated with the
unwanted cue, �, and a range of rove, R, the upper limit of percent correct based on the un-
wanted cue is given by PC���=0.5+� /R−0.5�� /R�2. Green’s formula can be used as a guide-
line in several ways for applying the randomization technique. For example, suppose the experi-
menter in a spectral-shape discrimination experiment applies a rove of R=20 dB to limit an
unwanted absolute-level cue of �=1 dB. According to Green’s formula, the unwanted cue
alone can produce a percent correct of PC=54.9% at the best. In another example, suppose the
experimenter wants to determine the range of rove needed to limit a 1-dB unwanted cue to a
percent correct of PC=52%. According to Green’s formula, the rove must have a range of R
=� / �1−�2�1−PC��=49.5 dB to accomplish that objective.

Green’s formula was derived specifically for applications with a 2I–2AFC paradigm;
to the authors’ best knowledge, it has not been extended to other psychophysical paradigms.
Because different paradigms have their own special merits (Macmillan and Creelman, 2005),
there are occasions when the experimenter wants to apply the randomization technique under
other paradigms than the 2I–2AFC option. For example, Versfeld and Houstma (1991, 1995)
applied random rove to spectral-shape discrimination under a 3AFC paradigm. Therefore, it is
useful to provide a theoretical analysis of the limit imposed by randomization on the perfor-
mance that can be achieved based on an unwanted cue in other paradigms than 2–I2AFC. The
primary purpose of this note is to extend the analysis by Green (1988) to the yes-no and general
multiple-alternative, forced-choice (mAFC) paradigms. The analysis addresses random roves
applied to both continuous and discrete variables.

2. Analysis and discussion

2.1 Random rove applied to continuous variables

The following analysis is limited to randomizations based on uniform distributions which have
been used in most applications of the randomization technique in auditory-perception research.
Among different distributions of a fixed range, the uniform distribution has been shown to
produce the lowest limit on percent correct (Dai, 2008). Let x be the stimulus variable associ-
ated with the unwanted cue, upon which randomization is applied. For the standard-alone con-
dition, the distribution has a probability density function of yn�x�= f�x�=1/R, defined within the
range R�x�0, and is zero elsewhere. For the standard-plus-signal condition, it is yS�x�= f�x
−��, defined within R+��x��, and is zero elsewhere.

In the yes-no task, the optimum decision rule based on likelihood ratio is to respond
“yes” if the magnitude of the observation is greater than a fixed criterion. The criterion is unbi-
ased if it corresponds to a likelihood ratio of unity (assuming that equal number of no-signal
and signal trials are included). The proportion of correct responses is identical to the proportion
of yes responses over the trials when the signal is presented. Given this decision rule and the two
density functions f�x� and f�x−��, the proportion of correct and unbiased responses for � can
be expressed as a weighted sum of two PCs:

PCyes-no��� = �1 −
�

R
�PC0 +

�

R
PC1,

in which PC0=50% represents the chance performance when the observation or sample of x
falls into the overlapping region (i.e., where the likelihood ratio is unity) of the two distribu-
tions, and PC1=100% represents the perfect performance when the sample falls into the non-
overlapping region (i.e., where likelihood ratio is infinity) of the shifted distribution. Combin-
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ing the above expressions, we obtain

PCyes-no��� =
1

2
+

1

2

�

R
. �1�

This function is plotted as the dark dotted line in Fig. 1.
In a mAFC paradigm, in which the random rove is implemented with a uniform dis-

tribution, the optimum decision rule is to respond to the interval in which the magnitude of the
observation variable is greater than that in any of the other m−1 intervals. Given that the sample
drawn from the standard-plus-signal distribution equals x=�, the probability that every sample
drawn from the m−1 standard-alone distributions is less than � would be ��−�

� yN���d��m−1. This
probability integrated over all possible values of �, therefore, would be the PC value, which can
be expressed generally as (Green and Swets, 1966) (p. 47):

PCm��� = 	
−�

�

yS���
	
−�

�

yN���d��m−1

d� . �2�

By plugging in the above-defined probability density functions into Eq. (2), PC can be further
expressed as

PCm��� = 	
�

R+�

f�� − ��
	
0

�

f���d��m−1

d� . �3�

Substituting the expression for f�x� into Eq. (3) and integrating, we have

PCm��� =
1

m

1 − ��

R
�m� +

�

R
. �4�

Fig. 1. Percentage of correct responses �PC� based on unwanted cues ���, which is limited by random rove
implemented with continuous uniform distributions, as a function of the ratio between � and the range of the rove
�R�. Different curves represent the results computed for different psychophysical paradigms, including the yes-no
�dark dotted line� and mAFC paradigms with m=2–8 �as indicated by the legends�. The intercepts of the curves on
the y axis �i.e., �=0� represent the chance performances for the specific paradigms.
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The first term of Eq. (4) represents the performance when the sample falls into the overlapping
region of the shifted signal distribution and the m−1 un-shifted non-signal distributions. The
second term represents the perfect performance when the sample falls into the non-overlapping
region of the shifted signal distribution. This function is plotted in Fig. 1 for m=2, 3, 4, 5, and 8.

Figure 1 shows for different paradigms the limit imposed by a uniformly distributed
random rove on the percent-correct performance that can be achieved based on an unwanted
cue. For each paradigm, the proportion of correct responses (PC) attainable using the unwanted
cue is calculated using Eq. (1) (for the yes-no paradigm) or Eq. (4) (for mAFC paradigms), and
is plotted as a function of the ratio between the size of an unwanted cue ��� and the range of the
rove �R�. Given that a uniform distribution will be used to limit the unwanted cue in the yes-no
or mAFC tasks, the researcher can use Eq. (1) or (4) to determine how big a range is sufficient
to keep performance based on the cue from reaching a certain value. For relatively small ratios
of � /R, mAFC paradigms with greater m values produced lower limits on PC, largely due to the
lower baseline or chance performance level for these paradigms. While the yes-no and 2I–
2AFC paradigms share the same chance performance at 50%, random rove implemented with
the yes-no paradigm produced percent correct values below those of the 2I–2AFC paradigm at
all values of � /R. As the ratio � /R increases, random rove implemented with the yes-no para-
digm becomes increasingly more effective relative to that implemented with the mAFC para-
digms. Beyond about � /R=0.7, the yes-no paradigm produces the lowest percent correct values
than all the mAFC paradigms shown.

2.2 Random rove applied to discrete variables

Thus far, the analysis has been carried out for continuous variables. However, in experimental
applications of the randomization technique, the experimenter may choose to draw samples
from a discrete distribution. Although discrete distributions can be approximated by continuous
ones when their probability mass functions have a very large number of bins, the results ob-
tained with continuous and discrete distributions become clearly different when the bins are
sparse. Thus, in general, randomization applied to discrete variables should not be treated as a
special case of that applied to continuous variables. In particular, Eqs. (1) and (4) will lead to
sizable error when the number of bins is small. In practice, a small number of bins in discrete
distributions can happen when the range of randomization �R� is comparable to the size of the
signal ���, which may result from either a severely limited range to apply randomization (as
with hearing impaired ears) or an unusually large signal size (as with an extremely difficult task,
e.g., Dai and Green, 1992). Therefore, we need to derive for discrete variables the equations
relating PC to � and R, which is the purpose of this section.

For analyzing random rove applied to discrete variables, we define the probability
mass function of the random rove as having n bins spaced at equal inter-bin intervals of b
=R / �n−1�, with each bin representing a probability of p=1/n. Note that the amount of shift of
the distribution caused by the unwanted cue, �, is allowed to take only integer numbers of the
inter-bin intervals; other values of � will produce no overlap of bins between the distributions,
leading to a percent correct of 100%, and rendering the application of random rove useless.
With a shift of � between the two distributions for the non-signal and signal events, the number
of bins that do not overlap will be � /b= �n−1�� /R, which amounts to a probability of p� /b
= ��n−1� /n�� /R. Note that for continuous distributions the probability of the non-overlapping
portion is simply � /R. Thus, the expressions for the limits on PC imposed by random rove for
discrete variables can be obtained by replacing � /R with ��n−1� /n�� /R in Eqs. (1) and (4). We
have

PCyes-no
discrete��� =

1

2
+

1

2

n − 1

n

�

R
, �5�

for the yes-no paradigm, and
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PCm
discrete��� =

1

m

1 − �n − 1

n

�

R
�m� +

n − 1

n

�

R
, �6�

for the mAFC paradigms. These results may be interpreted as if, by implementing the random
rove with discrete instead of continuous distributions, the size of the unwanted cue is effectively
reduced by a factor of �n−1� /n.

To illustrate the different outcomes of random rove applied to discrete and continuous
variables, the limit on the percent-correct performance for the 2I–2AFC paradigm is computed
as a function of � /R using Eq. (6), for discrete variables with several values of the number of
bins. Figure 2 presents the results obtained with n=2 (circles), 3 (squares), 4 (diamonds), 5
(right triangle), 10 (up triangle), and 20 (down triangle) bins. For comparison, the solid dark
curve from Fig. 1, which represents the result obtained using a continuous distribution with the
2I–2AFC paradigm, is re-plotted here. A general summary of the results is that, for all possible
values of � /R where the discrete distributions are available, random rove leads to lower percent
correct values, thus is more effective, when implemented with discrete than with continuous
distributions. The advantage of discrete distributions is most pronounced for distributions with
five or fewer bins. For example, with n=2 and a shift of �=R, the percent correct is 100% with
a continuous distribution, but is limited to PC=87.5% with a discrete distribution. With con-
tinuous distributions, to limit the unwanted cue to the same PC=87.5% would require a rove
range twice the size of �, i.e., � /R=0.5. Thus, when �=R, implementing random rove with the
discrete distribution effectively reduces the size of the unwanted cue by half (or equivalently,
effectively increases the rove range by a factor of 2) relative to that with the continuous distri-
bution. The advantage of discrete distributions over continuous distributions diminishes as the
number of bins increases. For distributions with more than n=20 bins, the outcomes are closely
approximated by the function obtained with the continuous distribution.

Depending on the specific experimental situation, the experimenter may opt for dis-
crete distributions with sparse bins over continuous distributions to maximize the effect of ran-

Fig. 2. Same format as in Fig. 1, but for the 2I–2AFC paradigm only. The symbols represent the percent correct
values limited by random rove implemented with discrete uniform distributions with n=2 �circles�, 3 �squares�, 4
�diamonds�, 5 �right triangles�, 10 �up triangles�, and 20 �down triangles� bins. The solid line represents the function
obtained with continuous uniform distributions in Fig. 1, which is replotted her for comparison.
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domization. This approach may prove to be a useful addition to techniques developed for ex-
perimental conditions where the range of rove is limited to not much greater than the size of the
unwanted cue (e.g., Kidd and Mason, 1992; Kidd and Dai, 1993), helping us deal with special
cases such as when there is a severely limited dynamic range due to hearing impairment, or
when the perceptual task is extremely difficult.
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A recent communications experiment was conducted in a shallow water environment at
high-frequency permitting the use of a large bandwidth �11–19 kHz�. This paper investigates the
communication performance versus various symbol rates �or bandwidths� in terms of output
signal-to-noise ratio with an assortment of constellations, illustrating a trade-off between
performance and data rate. A high bandwidth efficiency of 4 bits /s Hz is demonstrated using 32
quadrature amplitude modulation with a data rate of 31.25 kbits /s over a 2.2-km range.
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I. INTRODUCTION

Underwater acoustic �UWA� communication systems
typically transmit signals whose bandwidths exceed 20% of
their carrier frequency, referred to as ultra-wideband �UWB�
systems in radio channels.1 Although a large bandwidth of-
fers the potential for a high transmission rate, the available
bandwidth for acoustic telemetry is very limited in UWA
channels due to the relatively low carrier frequencies typi-
cally used �e.g., 15 kHz�. This motivates the use of
bandwidth-efficient �data rate/signal bandwidth� phase-
coherent modulation with high-order constellations, and
adaptive equalization is required to overcome the effects of
channel delay spread.2

Achieving the potential of UWB, however, is quite chal-
lenging due to significant multipath in UWA channels lead-
ing to the intersymbol interference �ISI�, for instance, ex-
ceeding 100 symbols at a symbol rate of 5 ksymbols /s for
about 30-ms delay spread �see Fig. 1�b��. This means that
even a symbol-spaced equalizer must have at least 100 taps
for a single receive element that is multiplied by the number
of receiver elements, necessitating computationally formi-
dable multi-channel equalizers. As an alternative, low-

complexity multi-carrier modulation3 �e.g., Orthogonal Fre-
quency Division Multiplexing �OFDM�� has been proposed
which eliminates the need for complex time-domain equal-
ization of a single-carrier UWB system at the expense of
bandwidth efficiency.

Recently a time reversal approach4–6 has been intro-
duced which exploits spatial diversity to mitigate the ISI and
can provide nearly optimal performance in conjunction with
channel equalization.7 The benefit of the time reversal ap-
proach is lower computational complexity for two reasons.
First, multiple receive elements are combined into a single
channel and thus the complexity of successive channel
equalizers remains unchanged as the number of receive ele-
ments increases. Second, the number of taps required for an
equalizer is much smaller due to the temporal compression
provided by time reversal combining than the number of
symbols spanning the channel delay spread.

A recent communications experiment �FAF-06� explored
the high-frequency regime �11–19 kHz� typical for acoustic
telemetry �as compared to 3–4 kHz in previous experi-
ments�, permitting the use of a large bandwidth. The objec-
tive of this paper is to investigate the performance of time
reversal communications versus various symbol rates �or
bandwidths� in terms of output signal-to-noise ratio �SNR�
with an assortment of constellations.

a�Author to whom correspondence should be addressed. Electronic mail:
hcsong@ucsd.edu
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II. PERFORMANCE ANALYSIS

The FAF-06 experiment was carried out in shallow wa-
ter June 21–July 11, 2006, off the west coast of Italy. The
vertical receive array �VRA� was deployed in 92-m water
and consisted of 16 elements spanning a 56.25-m aperture
with 3.75-m element spacing.8 A 12-element transmit array
�Topas� with a 6.5-m aperture was deployed to the seafloor in
46-m deep water, as shown in Fig. 1�a�. The distance be-
tween the two arrays was 2.2 km. During the 3-day commu-
nications experiment reported in this paper �JD 180-182�, the
top element at 39-m depth �Ch No. 12� was chosen as a
single transmitter with the source level of 185 dB re 1 �Pa.
The duration of data packets was 3 s, and each packet con-
sisted of a channel probe followed by a communications se-
quence. An example of the channel response is shown in Fig.
1�b�, indicating about 30-ms channel delay spread.

Two aspects of this experiment are notably different than
the authors’s earlier experiments. First, a raised-cosine filter
is employed as a shaping pulse �as opposed to a linear chirp
signal used previously�, where the signal bandwidth is con-
trolled by a roll-off factor or excess bandwidth9 �e.g., �
=0.5�. Second, a higher-frequency band �11–19 kHz� is uti-
lized which enabled us to investigate the communications
performance for different bandwidths. Since their interest is
in high bandwidth efficiency, various constellations from
binary-phase shift-keying �1 bit/symbol� up to 32 quadrature
amplitude modulation �QAM� �5 bits/symbol� are examined.
The receiver involves time reversal multi-channel combining
followed by a single channel decision-feedback equalizer
�DFE�, with frequent channel updates to accommodate tem-
poral channel variations.10 The low complexity of the least
mean squares algorithm is used for channel estimates while
the recursive least squares algorithm is used for a
fractionally-sampled DFE �K=2�. This hybrid approach al-
lows for keeping the computational complexity minimal.10

The resulting performance of time reversal communica-
tions is illustrated in terms of output SNR in Fig. 2 versus
four distinct symbol rates ranging from 0.5 to 6.25
ksymbols/s. The corresponding bandwidths are 1 kHz ��
=1�, 3.75 kHz ��=0.5�, 7.5 kHz ��=0.5�, and 7.5 kHz ��
=0.2�, respectively. Note that the last two share the same

bandwidth of 7.5 kHz centered at 15 kHz but with different
roll-off factors. Data rates are obtained by the symbol rate
multiplied by the number of bits carried by each constella-
tion. The bandwidth efficiency �bits/s Hz� then is calculated
from the data rate �bits/s� divided by the signal bandwidth
�Hz�.

There are two important observations. First, the extent
of the performance variation for any given symbol rate is
confined to about 2 dB over various constellations. Taking
into account that the data are collected various times during
the 3-day period, the result appears quite consistent. Interest-
ingly, the spread is tighter at a symbol rate of 5 ksymbols /s
�i.e., less than 1 dB�. These results suggest that a higher-
order constellation can be exploited to increase the data rate
under the condition that the bit error rate �BER� correspond-
ing to the output SNR is acceptable. Second, the perfor-
mance tends to degrade with an increase in symbol rate if an
average value is chosen for each symbol rate �i.e., from
29 to 23 dB�, indicating a trade-off between performance
and data rate. Since the transmitted power remains the same
regardless of constellations and symbol rates, the transmitted
symbol energy E will decrease linearly with an increase in
symbol rate. It is interesting, however, that the output perfor-
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FIG. 1. �Color online� �a� Schematic of FAF-06 communications experiment. A 16-element VRA was deployed in 92-m deep water. A single element at 39-m
depth is selected from a 12-element transmitter array �Topas� deployed to the seafloor in 46-m deep water at 2.2-km range. �b� An example of the channel
response received by the VRA.
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mance degrades at a much slower rate. For instance, there is
about 5 dB decrease in output SNR while the transmitted
symbol energy decreases by 10 dB due to the increase in
symbol rate from 0.5 to 5 ksymbols /s. Thus at the expense
of lower performance one can achieve a high data rate by
exploiting the large bandwidth available with the help of the
time reversal approach which can handle significant ISI with
minimal computational complexity.

Specifically, a high data rate of 31.25 �=6.25
�5� kbits /s is obtained from 32-QAM using a 7.5-kHz
bandwidth centered at 15 kHz. The scatter plot is displayed
in Fig. 3 with the output SNR of 22.8 dB and BER

=1 /86 020, achieving a high bandwidth efficiency of
4 bits /s Hz. Note that at a symbol rate of 6.25 ksymbols /s
the ISI spans about 200 symbols for the channel delay spread
shown in Fig. 1�b�. In the processing, the authors have fully
exploited spatial diversity provided by the 16-element re-
ceive array �i.e., M =16�, as shown in Fig. 2. Although not
shown here, the output SNR decreases to 20 dB �about 3 dB
down� when only half the array elements �M =8� are in-
cluded in the processing.
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Design of a non-traditional dynamic vibration absorber (L)
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A non-traditional dynamic vibration absorber is proposed for the minimization of maximum
vibration velocity response of a vibrating structure. Unlike the traditional damped absorber
configuration, the proposed absorber has a linear viscous damper connecting the absorber mass
directly to the ground instead of the main mass. Optimum parameters of the proposed absorber are
derived based on the fixed-point theory for minimizing the maximum vibration velocity response of
a single-degree-of-freedom system under harmonic excitation. The extent of reduction in maximum
vibration velocity response of the primary system when using the traditional dynamic absorber is
compared with that using the proposed one. Under the optimum tuning condition of the absorbers,
it is proved analytically that the proposed absorber provides a greater reduction in maximum
vibration velocity response of the primary system than the traditional absorber. © 2009 Acoustical
Society of America. �DOI: 10.1121/1.3158917�

PACS number�s�: 43.40.Tm �JGM� Pages: 564–567

I. INTRODUCTION

Dynamic vibration absorber �DVA� is a passive resona-
tor mounted on a primary system. At a pre-tuned frequency,
the resonator absorbs vibration energy and contributes a
sharp valley to the frequency response of the primary sys-
tem. However, peaks still remain at other frequencies in the
frequency response of the primary system. Therefore DVA is
normally used for passive control of narrowband
vibration.1–4

The traditional damped vibration absorber has a damper
added between the absorber mass m and the primary mass M
as shown in Fig. 1�a� in order to limit the vibration amplitude
when it experiences lower resonance during system start-up
and shut down. However, it is not possible to eliminate
steady-state vibrations of the original mass after damping is
added in the auxiliary mass-spring system. Optimization of
the frequency and damping parameters of the traditional
damped vibration absorber for minimizing the maximum am-
plitude response based on the fixed-point theory was well
documented in the textbooks of Den Hartog1 and Korenev
and Reznikov.2

The traditional DVA as illustrated in Fig. 1�a� provides a
cheap and convenient solution for suppressing vibration dis-
placement amplitude of a single-degree-of-freedom system
under harmonic excitation. A damped DVA in non-traditional
form as shown in Fig. 1�b� has been proved by Ren5 and
Wong and Cheung6 to be more effective than the traditional
absorber in minimizing the maximum vibration displacement
response of the primary system under force and ground mo-
tion excitation, respectively. In some cases where the dy-
namic absorber is used for isolating vibrations in vehicle
suspension system,7 reducing vibration energy of structures,8

and reducing sound radiation from a vibrating surface,9–13

the vibration absorber need to be designed such that the
maximum vibration velocity in the whole spectrum of the
primary system needs to be minimized. The optimum tuning
frequency and damping of a vibration absorber are different
from those values reported by Ren5 if the maximum velocity
amplitude response is required to be minimized. While the

optimum tuning frequency and damping of the traditional
vibration absorber for minimizing the maximum velocity re-
sponse have been reported,14,15 those of the proposed ab-
sorber cannot be found in the literature. In this paper, the
tuning frequency and damping of this damped DVA of non-
traditional form have been derived for minimizing maximum
vibration velocity response of a single-degree-of-freedom
system. The derivation of the formulas for the optimum tun-
ing frequency and damping of the absorber was based on the
fixed-point theory of Den Hartog.1 It is proved in Sec. III that
the proposed absorber provides a greater reduction in maxi-
mum velocity amplitude response of the primary system un-
der harmonic force excitation than the traditional absorber.

II. THE TRADITIONAL DAMPED DVA

A schematic diagram of a traditional damped DVA at-
tached to an undamped mass-spring system under sinusoidal
excitation �f =Fej�t� is shown in Fig. 1�a�. This vibration
model is called model A in the following discussion. The
non-dimensional velocity amplitude response of the primary
mass M may be written as15

GA = � Ẋ1

�nXst
�

A

=� �2��r2�2 + r2��2 − r2�2

�1 − r2 + �r2�2�2��r�2+��1 − r2���2 − r2� − ��2r2�2 ,

�1�

where Xst=F /K, �n=�K /M, �a=�k /m, r=� /�n, �

=�a /�n, and �=c /2�mk.
Using the fixed-point theory,1 the optimum tuning fre-

quency and damping of the absorber leading to minimum
vibration amplitude at resonance are written as15

�opt�A =
1

1 + �
�2 + �

2
, �2a�
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and

�opt�A =
1

4�2 + ��
���24 + 24� + 5�2�

1 + �
. �2b�

An approximate value of the velocity amplitude ratio at reso-
nance based on the fixed-point theory is written as

GA�opt =� 2 + �

��1 + ��
. �3�

Equation �3� above shows that the theoretical limit of the
velocity amplitude ratio at resonance is zero when the mass
ratio approaches infinity.

III. A VARIANT FORM OF THE DAMPED DVA

A variant form of the damped DVA as shown in Fig.
1�b� is called model B in the following discussion. In Fig.
1�b�, the motions of the primary system and the DVA are
governed by the following equations:

Mẍ1 = − k�x1 − x2� − Kx1,

mẍ2 = − k�x2 − x1� − cẋ2. �4�

The normalized amplitude of the steady-state response of the
primary mass can be derived as

GB = � Ẋ

�nXst
�

=� �2��r2�2 + r2��2 − r2�2

�1 + ��2 − r2�2�2��r�2+��1 − r2���2 − r2� − ��2r2�2 .

�5�

Equation �5� may be rewritten as

GB =�A�2 + B

C�2 + D
, �6�

where A=4�2r4, B=r2��2−r2�2, C=4�2r2�1+��2−r2�2, and
D= ��1−r2���2−r2�−��2r2�2.

Equation �5� is calculated with mass ratio �=0.2 at four
different damping ratios, and the results are plotted in Fig. 2.
It can be observed that there are stationary points P and Q at

which the response GB is independent of the damping of the
absorber. At the stationary or fixed points P and Q, we may
write

A

C
=

B

D
, �7�

i.e.,

1

�1 + ��2 − r2�2 =
��2 − r2�2

��1 − r2���2 − r2� − ��2r2�2 �8a�

or

2r4 − 2�1 + ��2 + �2�r2 + 2�2 + ��4 = 0. �8b�

The solutions of Eq. �8b� are

r1,2
2 =

1 + �1 + ���2 � �1 + 2�� − 1��2 + �1 + �2��4

2
.

�9�

The sum and the product of the solutions of the equations are

r1
2 + r2

2 = 1 + ��2 + �2,

r1
2r2

2 =
2�2 + ��4

2
. �10�

Consider Eq. �5� and let �→�. The height of the fixed points
P and Q can be found as

GB =� r2

�1 + ��2 − r2�2 . �11�

Following the procedures used by Den Hartog,1 the optimum
value of � is obtained by GB�r1�=GB�r2�:

r1

1 + ��2 − r1
2 =

− r2

1 + ��2 − r2
2 , �12�

leading to

(a) (b)

FIG. 1. A damped DVA as an auxiliary mass-spring-damper �m-k-c� system
attached to a primary system �M-K�: �a� traditional design of the absorber
�Ref. 1� and �b� the proposed design of the absorber.
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ω
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FIG. 2. Velocity amplitude ratio of the primary system of model B at dif-
ferent mass ratios m /M.
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�opt�B =�1 − �1 − 2�

��1 − 2�
. �13�

Substituting r1 and �opt�B into Eq. �11� gives the height of the
fixed points:

GB�r1� = GB�r2� = GB�opt =� ��1 − 2�

1 − � − �1 − 2�
. �14�

Equation �14� above shows that the velocity amplitude ratio
GB�opt of model B with optimum damping and tuning fre-
quency at resonance is zero when the mass ratio is 0.5 while
model A can achieve zero velocity amplitude ratio only when
the mass ratio approaches infinity.

Brock’s16 approach is applied to find the optimum
damping ratio of the absorber in the following. The curve of
GB is required to pass horizontally through the fixed point P
which becomes the highest point on the curve of GB. Con-
sider this curve passing through a point P� of ordinate GB�opt

and abscissa r2=r1
2+� with � approaching zero. Rewriting

Eq. �5� as

�2 =
r2��2 − r2�2 − GB

2��1 − r2���2 − r2� − ��2r2�2

�2�r�2�GB
2�1 + ��2 − r2�2 − r2�

�15�

and substituting r2=r1
2+� and GB

2=��1−2� /1−�
−�1−2� into the above equation, we would have a result in
the form

�2 =
A0 + A1� + A2�2 + ¯

B0 + B1� + B2�2 + ¯

. �16�

Since GB is independent of the damping at the fixed point P,
Eq. �16� would assume the indeterminate form 0 /0 if �=0
leading to A0=B0=0. As � is a very small number, we may
neglect the higher order terms, and the desired result is given
by

�2 =
A1

B1
, �17�

where

A1 = �r1
2 − �2��3r1

2 − �2� − 2G2��1 − r1
2���2 − r1

2�

− ��2r1
2��− 1 + 2r1

2 − �2�1 + ��� , �18�

B1 = 4�2r1
2�G2�− 2 − 2��2 + 2r1

2� − 1� + 4G2�1 + ��2

− r1
2�2 − 4r1

2. �19�

Now substituting r1
2 of Eqs. �5�, �8a�, �8b�, and �9� into Eq.

�11�, we may write

�r1

2 =
�− 2 + 2� + �10 − 8��� − 7�2�	 + 4 − 4� − 4� + �5� − 7��2 + 3�3

�2���4 − 4� + 4��	 + �2���8 − 8� − 8�� − 12�2�
, �20�

where �=�1−2� and 	=�2−3�2− �2�+2��1−2�.
By a similar procedure with r2

2 of Eq. �9�, we obtain

�r2

2 =
�2 − 2� − �10 − 8��� + 7�2�	 + 4 − 4� − 4� + �5� − 7��2 + 3�3

− �2���4 − 4� + 4��	 + �2���8 − 8� − 8�� − 12�2�
. �21�

As suggested by Brock,16 a convenient average value of the
damping ratio is selected as the optimum damping ratio
which is written as

�opt�B

=� A�1−2�+B

8�2�1−2��−7�2−2�+4+�3�2−2�−4��1−2��
,

�22�

where A=16−48�−12�2+84�3+3�4−15�5 and B=−16
+64�−28�2−112�3+61�4+38�5.

The velocity amplitude ratios of the primary system for
models A and B under optimum tuning and damping with
mass ratio �=0.2 were calculated using Eqs. �1�, �2a�, �2b�,
�5�, �13�, and �22�, and the results are plotted in Fig. 3. The
maximum non-dimensional velocity amplitude of mass M of
model B was 18% smaller than that of model A.
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FIG. 3. Comparison of the velocity amplitude ratio between the vibration of
the primary system for model A �-----� and model B �solid line� at mass ratio
m /M =0.2.
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To prove that the proposed absorber is in general supe-
rior to the traditional absorber for vibration velocity suppres-
sion, the difference of maximum velocity amplitude of the
primary system between using the proposed absorber and
using the traditional absorber is written as

�� Ẋ1

�nXst
�

max�A
− � Ẋ1

�nXst
�

max�B
�

=� 2 + �

��1 + ��
−� ��1 − 2�

1 − � − �1 − 2�

= 	 2 + �

��1 + ��
−

��1 − 2�

1 − � − �1 − 2�

�	� 2 + �

��1 + ��

+� ��1 − 2�

1 − � − �1 − 2�



= 	 2 + �

��1 + ��

−
�1 − � + �1 − 2����1 − 2�

�1 − ��2 − �1 − 2��

�	� 2 + �

��1 + ��

+��1 − � + �1 − 2����1 − 2�

�1 − ��2 − �1 − 2��



= 	1 − �1 − 2�

��1 + ��
+

��1 − 2�

1 + �
+ 2
�	� 2 + �

��1 + ��

+��1 − � + �1 − 2���1 − 2�

�

 
 0, �23�

where 0���0.5.
The above equation shows that the proposed absorber

�model B� provides smaller maximum vibration velocity am-
plitude of the primary mass M excited by a harmonic force
than the traditional absorber �model A� if both absorbers are
optimally tuned based on the fixed-point theory. Plotted in

Fig. 4 is Eq. �23� which shows the corresponding percentage
reduction in velocity amplitude of the mass M of the pro-
posed absorber relative to the traditional absorber at different
mass ratios.

IV. CONCLUSION

Optimum tuning condition including the frequency and
damping ratios of the proposed absorber has been derived
based on the fixed-point theory. Under the optimum tuning
condition of the absorbers, it is proved analytically that the
proposed absorber provides a larger suppression of maxi-
mum vibration velocity response of the primary system than
the traditional absorber. The comparison reveals that the
maximum velocity amplitude response under the optimized
condition of model B is always less than that of model A.
The proposed absorber �model B� may be a better alternative
absorber design than the traditional damped DVA whenever
it is practical to be used. In some applications such as vibra-
tion absorption of aircraft panels,13 the proposed absorber
may not be applicable because it is impossible to connect the
absorber directly to the ground via a damper. However, the
proposed absorber is recommended whenever its configura-
tion is practical for applications requiring the maximum vi-
bration velocity response of the primary system to be mini-
mized.
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Adaptive plasticity in brainstem of adult listeners following
earplug-induced deprivation (L)
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Previous research has shown that loudness perception is modified in adult listeners following 2
weeks of continuous sensory deprivation or stimulation �Formby, C. et al. �2003�. J. Acoust. Soc.
Am. 114, 55–58�. However, it is not known if the auditory system undergoes physiological changes
or if the listeners simply recalibrate their behavioral criteria such that they become more, or less,
conservative following sensory deprivation and stimulation, respectively. The results of this study,
comparing threshold of the middle ear acoustic reflex in the two ears of adult listeners after use of
a unilateral earplug, are consistent with adaptive plasticity. Acoustic reflexes were measured at a
lower sound pressure level in the ear that had been plugged for 7 days. Thus, the effect is consistent
with a central gain mechanism mediated by a process within the brainstem.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3161829�

PACS number�s�: 43.64.Ha, 43.64.Ri, 43.64.Bt �BLM� Pages: 568–571

I. INTRODUCTION

Formby et al. �2003, 2007� presented evidence that
loudness perception is modified in adult listeners following
2–4 weeks of partial auditory deprivation or stimulation.
They reported on ten listeners who wore bilateral earplugs
�deprivation� or noise generators �stimulation�, which pro-
vided a shift in hearing thresholds of around 20–30 dB from
2 to 4 kHz. After the earplug experience, listeners required
an increase of around 6–8 dB to match pre-treatment loud-
ness measures for moderate and high stimulus presentation
levels. Conversely, listeners required a decrease of around
6–8 dB after noise generator experience. The authors explain
their findings in terms of a hypothetical gain process that
regulates supra-threshold sensitivity in the auditory system.
Although the findings were described in terms of adaptive
plasticity, it is not known if the auditory system underwent a
physiological change. A more prosaic explanation, acknowl-
edged by the authors, is that listeners simply recalibrated
their behavioral criteria such that they become more conser-
vative after wearing the earplugs and less conservative after
wearing the noise generators.

To differentiate between these two speculative mecha-
nisms, one needs direct evidence of adaptive plasticity in the
auditory system. One potential source of evidence would ap-
pear to be available from manipulation of the acoustic reflex
threshold �ART�, which is mediated by a three-nuclei arc
within the brainstem. The ascending limb of the acoustic
reflex pathway includes the primary auditory neurons and the
cochlear nucleus neurons. The mode of transfer of this infor-
mation to the motor neurons via the facial nuclei involves an
intermediate neuron at the level of the medial superior oli-
vary complex �Borg, 1973�. There is a known relationship
between loudness discomfort and the sound level at which
there is a reflex contraction of the muscles in the middle ear

�Olsen, 1999�. Accordingly, if the ART changes after a pe-
riod of earplug-induced deprivation, then this finding would
provide direct evidence of adaptive plasticity in the mature
auditory system.

The aim of this study, therefore, was to investigate ARTs
in normal-hearing adult listeners following unilateral earplug
experience. The authors hypothesized that the threshold of
the acoustic reflex would be the same in both ears before
unilateral earplug experience, but they expected the ART to
decrease in the ear that underwent a period of earplug-
induced deprivation, consistent with adaptive plasticity and
an enhanced physiological response to the loudness of the
acoustic stimulation.

II. METHODS

A. Participants

Eleven consenting volunteers �mean age 23.6 years; s.d.
2.38� participated in the study, which received ethics ap-
proval from the University of Manchester. All participants
were screened for normal-hearing sensitivity ��20 dB HL
from 0.25 to 8 kHz and no asymmetry �10 dB at any fre-
quency� and normal middle ear function on tympanometry
�middle ear pressure +50 to �50 daPa, middle ear compli-
ance 0.3 to 1.5 cm3�.

B. Noise-attenuating earplugs

An aural impression was taken of one ear from each
participant �five right and six left� for the purpose of manu-
facturing a customized noise-attenuating earplug. Earplugs
were fabricated from a durable biopore material with a shore
rating of 25; a soft material is important for extensive peri-
ods of continuous earplug use, as required in this study. Lis-
teners were instructed on use and maintenance of the earplug
and were required to demonstrate competent insertion and
removal before they were accepted in the study. They were
asked to wear the earplug continuously for 7 days, except for
daily ablutions.

a�Author to whom correspondence should be addressed. Electronic mail:
kevin.munro@manchester.ac.uk
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Pure-tone hearing thresholds were measured with supra-
aural earphones before and after insertion of the earplug. The
difference between these measures �occluded minus non-
occluded� is shown in Fig. 1. The mean attenuation provided
by the earplugs increased from 22 dB at 0.25 kHz to 46 dB at
8 kHz.

C. Acoustic reflex thresholds

ARTs were measured on three occasions over a 14 day
period: immediately before use of earplug �day 0�, immedi-
ately after removal of earplug on day 7 �day 7�, and 7 days
after removal of earplug �day 14�. The ARTs were measured
at these same times for the untreated control ears. Ipsilateral
ARTs �i.e., eliciting stimuli and reflex measurement in same
ear� were measured using a GSI Tympstar middle ear ana-
lyzer and 226 Hz probe tone. Measurements were limited to
2 and 4 kHz for which mean earplug attenuation was around
35 dB �the middle ear analyzer used in the study did not
provide an 8 kHz stimulus where earplug attenuation was
greatest�. Stimuli were presented at 70 dB HL and were in-
creased in 5 dB steps until an observable reflex was mea-
sured �i.e., a decrease in compliance of �0.02 cm3�. Reflex
growth was confirmed by presenting the stimulus at +5 dB
above this level. The level was then reduced by 10 dB and
increased in 2 dB step sizes to establish the reflex threshold.

III. RESULTS

The mean ART data ��1 s.d.� are shown in Table I. The
same pattern is apparent at both test frequencies. There is
little or no asymmetry between ears at 0 and 14 days; how-
ever, immediately after 7 days of earplug experience, there
are mean asymmetries of +8 at 2 kHz and +10 dB at 4 kHz.
At 2 kHz, ten �91%� subjects had higher ARTs in the fitted
ear and in seven �64%� the difference was �8 dB. At 4 kHz,
11 �100%� subjects had higher ARTs in the fitted ear and in 7
�64%� the difference was �10 dB. The mean difference be-
tween ears was analyzed using a two-factor �time �3� and
frequency �2�� repeated-measures analysis of variance

�ANOVA�. The main effect of time was statistically signifi-
cant �F�1,10�=24.3; p�0.01�. The main effect of fre-
quency was not statistically significant �F�1,10�=0.27; p
=0.62�. There was no interaction between time and fre-
quency �F�1.22,12.19�=4.18; p=0.07� indicating that
mean ARTs are similar over time for both eliciting stimuli.

Most of the asymmetry immediately after earplug expe-
rience �day 7� was due to changes in the plugged ear, but
there was also a small change in the control ear. Mean ARTs
reduced by 5–7 dB in the plugged ear and increased by 1–3
dB in the control ear. A separate two-factor �time �3� and ear
�2�� repeated-measures ANOVA was performed on the mean
data for each frequency separately. At 2 kHz, the main effect
of ear was statistically significant �F�1,10�=5.9; p=0.03�.
This was due to the asymmetry between ears at the begin-
ning and end of the study. The main effect of time was not
statistically significant �F�1,10�=1.8; p=0.19�. However,
there was a statistically significant interaction between ear
and frequency �F�1.22,12.2�=11.42; p�0.01�. The inter-
action means that the ARTs change differentially for the two
ears. A one-factor �time �3�� within-subject ANOVA was car-
ried out on the data for each ear. There was a statistically
significant change over time for the plugged ear �F�2,20�
=6.0; p�0.01�. There was also a statistically significant
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FIG. 1. �Color online� Mean
frequency-dependent attenuation pro-
vided by the customized earplugs. Er-
ror bars show �1 s.d. �n=11�.

TABLE I. Mean ARTs �in dB HL� as a function of time. �1 s.d. is given in
parentheses �n=11�.

2 kHz acoustic reflex threshold
�dB HL�

Time �days� 0 7 14
Plugged ear 85 ��8.1� 80 ��8.3� 85 ��7.6�
Control Ear 87 ��8.0� 88 ��8.7� 86 ��7.8�

4 kHz acoustic reflex threshold
�dB HL�

Time �days� 0 7 14
Plugged ear 88 ��8.5� 81 ��7.4� 89 ��8.4�
Control ear 88 ��8.3� 91 ��8.5� 89 ��7.8�
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change over time for the control ear �F�2,20�=4.4; p
�0.01�. Paired sample t-tests were used to compare the data
at each time period. There was no statistically significant
difference at day 0 �t�10�=1.02; p=0.33� or day 14 �t�10�
=0.69; p=0.51�; however, there was a statistically signifi-
cant difference between ears immediately after 7 days of
unilateral deprivation �t�10�=4.2; p�0.01�.

At 4 kHz, the main effect of ear and time was not sta-
tistically significant �ear:F�1,10�=4.3, p=0.07; time:
F�1,10�=1.9, p=0.17�. There was a statistically significant
interaction between ear and frequency �F�2,20�=29.2; p
�0.01�. A one-factor �time �3�� within-subject ANOVA was
then carried out on the data from each ear. There was a
statistically significant change over time for the plugged ear
�F�2,20�=11.2; p�0.01�. There was also a statistically sig-
nificant change over time for the control ear �F�2,20�
=5.1; p=0.02�. Paired sample t-tests were used to compare
the data at each time period. There was no statistically sig-
nificant difference at the beginning �t�10�=0.21; p=0.84� or
at the end of the study �t�10�=0.10; p=0.92�; however,
there was a statistically significant difference between ears
after 7 days of unilateral deprivation �t�10�=6.03; p
�0.01�.

In summary, both ears show a statistically significant
change in mean ART after a 7 day period of unilateral dep-
rivation �ARTs decreased in the ear that had been plugged
but increased in the control ear� but return to baseline values
within 7 days of earplug removal. There was also a positive
correlation between the change in 2 and 4 kHz ARTs at 0 and
7 days �r=0.83, n=11; p�0.01� and there was a negative
correlation between the change in 2 and 4 kHz ARTs at 7 and
14 days �r=0.71, n=11; p=0.02�.

IV. DISCUSSION

The ART findings reveal direct evidence for adaptive
plasticity after a period of unilateral sensory deprivation.
This is consistent with the perceptual changes reported by
Formby et al. �2003, 2007�. The earplugs modify the sensory
environment sufficiently to induce experience-related
changes within the mature auditory system. A study by
Decker and Howe �1981� supports this finding. They fitted
temporary earplugs to the right ear of 30 adult female listen-
ers and measured ARTs after 10, 20, and 30 h. There was a
non-significant trend for the mean ARTs to reduce by around
2 dB at 2 kHz in the plugged ear, irrespective of duration of
earplug use.

The changes reported here have been measured at the
level of the auditory brainstem. Auditory plasticity in adults
has generally been reported at the level of the auditory cortex
�Rajan and Irvine, 1998�. However, investigators using
hearing-impaired adult animals have reported molecular and
cellular changes at the level of the brainstem �Illing, 2001;
Illing and Reisch, 2006; Willot, 2006� and there is recent
evidence of training-induced brainstem plasticity in normal-
hearing adult humans. For example, Song et al. �2008� used
the frequency following response, originating from the audi-
tory midbrain, to demonstrate brainstem plasticity after train-
ing native English-speaking adults to incorporate foreign

speech sounds into a word identification task. de Boer and
Thornton �2008� used contralateral suppression of the click-
evoked otoacoustic emission to investigate the involvement
of the medial olivo-cochlear �MOC� bundle �which origi-
nates in the brainstem and terminates in the cochlea� on per-
ceptual learning. Their results showed that auditory training
changes activity of the MOC system. There are at least two
lines of evidence of experience-induced changes in the brain-
stem in listeners with a symmetrical age-related hearing im-
pairment and unilateral hearing aid experience. The first line
of evidence is directly related to the present study because
ARTs were measured to investigate ear asymmetry �Munro
et al., 2007a�. The mean ARTs were higher in the hearing aid
ear compared to the not-fitted control ear. The lack of base-
line data, however, makes it impossible to know whether this
asymmetry was due to an increase in the ART measured in
the hearing aid ear or a decrease measured in the control ear.
In a second study, Munro et al. �2007b� investigated ear
asymmetry using the auditory brainstem response and
showed that the mean peak-to-peak amplitude for wave V to
SN10 was higher in the hearing aid ear than for the not-fitted
control ear. While prospective studies have yet to be re-
ported, the simplest explanation for these findings is that
physiological changes occurred as a result of experience with
amplified sound.

The findings in the present study provide a physiological
basis for the gain control hypothesis discussed by Formby
et al. �2003, 2007�. Because the plugged ear is deprived of
input, the central neural processes increase the auditory gain
and this increase is revealed by a lower sound level required
to elicit an acoustic reflex. This gain mechanism forms the
basis for sound therapy desensitization treatment in listeners
with hyperacusis, a condition characterized by intolerance to
sound levels that are not normally judged as uncomfortable
�Jastreboff and Hazell, 1993�. It may also explain the ear
asymmetry for intensity discrimination and loudness percep-
tion in adult listeners with a symmetrical age-related hearing
impairment but unilateral hearing aid experience �e.g., Mu-
nro and Trotter, 2006; Robinson and Gatehouse, 1995, 1996�.
Formby et al. �2003� reported perceptual changes at frequen-
cies unaffected by the earplug. It is not known if the physi-
ological changes reported in the present study extend to fre-
quencies unaffected by the earplug.

An unexpected finding in this study was the change in
the ART in the untreated control ear. The increased ART
measured in the control ear reflects an apparent reduction in
gain as revealed by a slightly higher sound level required to
elicit the acoustic reflex. Darrow et al. �2006� showed a
complementary binaural effect in mice after unilateral de-
struction of efferent neurons from the lateral superior olive to
the cochlea. The amplitude of the ipsilateral compound ac-
tion potential from the auditory nerve was enhanced com-
pared to controls, whereas contralateral to the lesion, the am-
plitude was lower than in controls.

Qiu et al. �2000� also provided evidence for increased
gain in the deprived auditory system. They destroyed the
inner hair cells, the sensory transducers in the cochlea, in
adult chinchillas, and showed that activity in the auditory
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cortex was unchanged or even enhanced. They interpreted
this finding as an increase in central gain to compensate for
the reduced input from the cochlea.

V. CONCLUSIONS

This study has shown that partial unilateral sound dep-
rivation, subsequent to prolonged use of earplugs, results in
adaptive plasticity in normal-hearing adult listeners. This
adaptive plasticity is reversible and can be measured at the
level of the auditory brainstem using the ART. The effect is
bilateral and complementary, and is consistent with a central
gain mechanism. The relationship between these physiologi-
cal changes and the perceptual consequences await further
studies.
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The nonlinear parabolic equation �NPE� is a time-domain method widely used in underwater sound
propagation applications. It allows simulation of weakly nonlinear sound propagation within an
inhomogeneous medium. So that this method can be used for outdoor sound propagation
applications it must account for the effects of an absorbing ground surface. The NPE being
formulated in the time domain, complex impedances cannot be used and, hence, the ground layer is
included in the computational system with the help of a second NPE based on the Zwikker–Kosten
model. A two-way coupling between these two layers �air and ground� is required for the whole
system to behave correctly. Coupling equations are derived from linearized Euler’s equations. In the
frame of a parabolic model, this two-way coupling only involves spatial derivatives, making its
numerical implementation straightforward. Several propagation examples, both linear or nonlinear,
are then presented. The method is shown to give satisfactory results for a wide range of ground
characteristics. Finally, the problem of including Forchheimer’s nonlinearities in the two-way
coupling is addressed and an approximate solution is proposed.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3158937�

PACS number�s�: 43.25.Cb, 43.25.Jh, 43.28.En, 43.28.Js �RR� Pages: 572–581

I. INTRODUCTION

Simulating outdoor shock wave propagation requires nu-
merical models, which in addition to high-amplitude effects
can account for meteorological conditions and ground prop-
erties. Indeed meteorological and ground effects can largely
affect sound propagation and hence the wave temporal sig-
nature. These comprehensive propagation models are gener-
ally associated with an intense numerical effort. In this work
a nonlinear parabolic equation �NPE� model is used to simu-
late finite-amplitude sound propagation. The NPE has first
been developed by McDonald and Kuperman1 in 1987 and
has been successfully used for underwater acoustics
simulations.2 It has also been coupled to other numerical
methods to simulate blast wave propagation in air.3–6 The
NPE is based on the resolution of a nonlinear wave equation
over a moving-window that surrounds the wavefront. While
reducing domain size, and thus computational cost, the
moving-window principle prevents backward propagation.
For the derivation of the original NPE model, the reader may
refer to articles by McDonald and co-workers7,8 or Caine and
West.9 The NPE model for a two-dimensional �2D� domain
with Cartesian coordinates �x ,z� is based on the following
equation:

DtR = − �x�c1R + c0
�

2
R2� −

c0

2
� �z

2Rdx , �1�

where �i means partial derivation with respect to variable i, x
is the main propagation direction, z is the transverse propa-
gation direction, and t is the time variable. The ambient
sound speed is c0 while c1 is the sound speed perturbation in
the window, i.e., c1=c�x ,z�−c0, where c�x ,z� is the spatially-
dependent sound speed. R=�� /�0 is a dimensionless over-
density variable, with �� representing the acoustic density
perturbation and �0 the ambient medium density. For air, the
coefficient of nonlinearity � is calculated with the help of the
ratio of specific heats �, i.e., �= ��+1� /2. The first term on
the right hand side of Eq. �1� represents refraction and non-
linear effects; the second term accounts for propagation in
the transverse direction. Dt is a moving-window operator and
is defined by

Dt = �t + c0�x. �2�

Note that in Eq. �1�, the azimuthal spreading term c0R / �2r�
has been dropped from the original NPE.1 The assumptions
used to derive this model are �i� weak nonlinearities; �ii�
weak sound speed perturbations, i.e., c1�c0; and �iii� propa-
gation along a main direction. Equation �1� can be used to
propagate weak shocks over moderate distances within a do-
main with spatially-varying sound speed. Various modifica-
tions and additions to this original model have been made
during the past two decades: Spherical and cylindrical coor-
dinate system versions10 and high-angle formulation11 have
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been developed, and Too and Lee12 extended the NPE with
an additional term to account for thermoviscous effects.
Propagation in multiple media13 and propagation through at-
mospheric turbulences14 were also successfully studied using
this model.

Euler’s equations’ methods can provide complete solu-
tions to nonlinear sound propagation problems:15 Realistic
absorption models,16 meteorological effects,17,18 hilly
terrain,19 and ground impedances20–23 can be accounted for
in a very accurate way. Moreover, it does not suffer from the
parabolic approximation inherent to NPE models. However,
for long-range wave propagation problems, computational
times will often be on the order of days for three-
dimensional domains. Despite increasing computational re-
sources and the existence of modern numerical techniques
such as the use of efficient absorbing layers24 or adaptive
mesh refinement methods,25 Euler’s equations-based models
cannot compete in calculation time with NPE-based meth-
ods. Indeed the use of a single variable wave equation makes
the NPE an efficient tool for long-range sound propagation
simulations. The main motivation for the development of the
NPE model presented here is its use to study finite-amplitude
wave propagation over urban environments. Reduced com-
putational times will allow this model to be used several
hundred times to obtain statistical information on the wave
fields.

In the present work, a parabolic equation model, which
takes into account the effects of a soft ground layer on sound
propagation, is proposed. It is not the objective here to study
the propagation within the ground layer but rather to capture
the effects of the non-rigid interface on the air acoustic
fields. The paper is organized as follows. The derivation of
the NPE model for porous ground layers is described in Sec.
II. The combination of two-way coupling equations pre-
sented in Sec. III and two NPE models for atmospheric and
porous ground media allows simulation of finite-amplitude
sound propagation over an impedant ground surface. Several
propagation examples are then shown in Sec. IV and, finally,
an approximate solution to include Forchheimer’s
nonlinearities26,27 in the two-way coupling is presented in
Sec. V.

II. NPE MODEL FOR RIGIDLY-FRAMED POROUS
MEDIA

The domain considered is 2D with main axes x �horizon-
tal direction� and z �vertical direction�. Total density �T and
total pressure pT variables are noted as follows:

�T = �0 + ��, pT = p0 + p�, �3�

where �0 and p0 are ambient air density and ambient air
pressure, respectively, and �� and p� are acoustic perturba-
tions of these quantities. Components of the flow velocity
vector V in the x- and z-directions are u and w, respectively.

In order to preserve one of the most interesting features
of NPE models, namely, a short simulation time, including
the porous medium into the computational system, must not
dramatically increase computational times. It is thus pro-
posed to derive a parabolic equation model similar to Eq. �1�,
which uses a minimal parametrization: The layer is assumed

to be equivalent to a continuous fluid medium. A wave
causes a vibration of air particles contained in the ground
pores, while the ground frame does not vibrate. The NPE
model for sound propagation in porous ground media is
based on a nonlinear extension of the Zwikker–Kosten �ZK�
model,28 characterized by a set of four parameters: the dc
flow resistivity �0, the porosity �0, the tortuosity �, which is
defined as the ratio of a curved path length to the distance
between its end points, and the Forchheimer’s nonlinearity
parameter �. These quantities are assumed to be fixed in
space and time. Considering these assumptions equations of
continuity and conservation of momentum are29–31

�t�T + �x��Tu� + �z��Tw� = 0, �4a�

��t��Tu� + �x�pT + ��Tu2� + �z���Tuw� + �0�0�1

+ ��u��u = 0, �4b�

��t��Tw� + �z�pT + ��Tw2� + �x���Tuw� + �0�0�1

+ ��w��w = 0. �4c�

As one can see in Eqs. �4a�–�4c�, the tortuosity � reduces the
pressure gradients and flow resistive terms’ amplitude. Com-
bining Eqs. �4a�–�4c� gives

��t
2�T = �x

2�pT + ��Tu2� + �z
2�pT + ��Tw2�

+ 2�x�z���Tuw� + �0�0�x��1 + ��u��u�

+ �0�0�z��1 + ��w��w� . �5�

Since the propagation is mainly along the x-axis, only linear
terms in z-derivatives are kept in Eq. �5�: Terms
�x�z���Tuw�, �z

2���Tw2�, and �0�0�z���w�w� are neglected.
Moreover, only terms of order up to two in x-derivatives are
retained: The quantity �x

2����u2� is discarded; this leads to

��t
2�T = �x

2�pT + ��0u2� + �z
2pT + �0�0�x��1 + ��u��u�

+ �0�0�zw . �6�

To find an expression for the flow velocities u and w the
authors use the perturbation expansion method. The same
scalings and expansions as in Refs. 1 and 7 are used �how-
ever, note that the window speed in the ground layer is set to
c0 /	�� as follows:

x → x −
c0

	�
t, z → 	1/2z, t → 	t . �7�

The scaling of z by a factor of 	1/2 emphasizes the predomi-
nance of the propagation in the x-direction. The partial de-
rivatives associated with Eq. �7� are

�x → �x, �z → 	1/2�z, �t → 	�t −
c0

	�
�x. �8�

The dependent variables are expanded as follows:

�T → �0 + 	�1 + 	2�2 + 	3�3 + ¯ , �9a�

u → 	u1 + 	3/2u2 + 	2u3 + ¯ , �9b�
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w → 	w1 + 	3/2w2 + 	2w3 + ¯ . �9c�

Inserting Eqs. �8� and �9a�–�9c� in Eq. �4a� gives

�	�t −
c0

	�
�x���0 + 	�1� + 	2�2� + ¯� = − �x���0 + 	�1

+ 	2�2 + ¯��	u1 + 	3/2u2 + ¯�� − 	1/2�z���0 + 	�1

+ 	2�2 + ¯��	w1 + 	3/2w2 + ¯�� . �10�

A first-order approximation of the flow velocity components
can be obtained by equating terms of orders 	 and 	3/2 in Eq.
�10� as follows:

u1 =
c0

	�

�1

�0
, w1 = 0. �11�

Note that ��=�1+O�	2�, u=u1+O�	3/2�, and w=w1+O�	3/2�.
The substitution of u and w by u1 and w1 in Eq. �6� leads to
an error consistent with the accuracy sought. One obtains

��t
2�T = �x

2�pT + c0
2��2

�0
� + �z

2pT +
�0�0c0

�0
	�

�x
�1

+
�c0

	�
���

�0
����� . �12�

In order to reduce Eq. �12� to a single variable equation, the
total pressure pT is substituted by a second-order expansion
in �� from an assumed adiabatic equation of state

pT = p0 + c0
2�� + c0

2�� − 1

2�0
���2, �13�

where � is the ratio of specific heats. Inserting Eq. �13� in
Eq. �12� yields

��t
2�� = c0

2�x
2
�� + �� + 1

2�0
���2� + c0

2�z
2��

+
�0�0c0

�0
	�

�x
�1 +
�c0

	�
���

�0
����� . �14�

The one-way propagation hypothesis is introduced with a
moving-frame operator Dt

� as follows:

Dt
� = �t +

c0

	�
�x. �15�

The first-order parabolic approximation gives9

�t
2 → − 2

c0

	�
Dt

��x +
c0

2

�
�x

2. �16�

Replacing the second time derivative in Eq. �14� gives a NPE
model for propagation in a porous medium

Dt
�R = −

c0

	�
�x��

2
R2� −

c0

2	�
� �z

2Rdx

−
�0�0

2��0
�1 +

�c0

	�
�R��R . �17�

Equation �17� can be used to simulate sound propagation
within a porous ground layer. However, if one wants to
couple air/ground models, a last modification must be done.

Indeed, both models use different moving-window speeds: c0

and c0 /	�. Correcting for the frame-speed difference leads
to the following substitution:

Dt
� → Dt +

c0

	�
�1 − 	���x. �18�

Equation �17� becomes

DtR = −
c0

	�
�x
�1 − 	��R +

�

2
R2� −

c0

2	�
� �z

2Rdx

−
�0�0

2��0
�1 +

�c0

	�
�R��R . �19�

The NPE model described by Eq. �19� is able to simulate
finite-amplitude sound propagation within a rigidly-framed
porous material described by a set of four parameters. Note
that if one sets �=1 and neglects losses in the layer, i.e.,
�0=0, the model exactly reduces to the usual NPE model for
atmospheric propagation given in Eq. �1�. Equation �19� al-
lows to draw some conclusions about finite-amplitude sound
propagation in porous media: �i� The sound speed in the
medium is inversely proportional to the square root of the
material tortuosity, i.e., c=c0 /	�; �ii� the attenuation in the
ground layer is composed of a linear term plus a nonlinear
term; and �iii� with the hypothesis used, the material resis-
tivity is proportional to the overdensity R.

III. DERIVATION OF TWO-WAY COUPLING EQUATIONS

As NPE models for air and ground layers use the same
moving-frame speed, they can be combined to simulate
finite-amplitude sound propagation over a rigidly-framed po-
rous ground layer. This section aims at establishing first-
order coupling equations to link these two parabolic propa-
gation models. In the following the authors assume that the
deformation of the interface by the wave is small.13

A. Derivation

An air layer, whose fields are noted p�a, ua, and wa, is
considered. To construct the air-ground interfacial condition
a rigidly-framed porous ground layer is introduced; its fields
are noted p�g, ug, and wg. With these notations interfacial
boundary conditions are continuity of pressure and normal
flow velocity

�p�a� = �p�g�, �wa� = �wg� , �20�

where the square brackets denote the field quantity on the
air-ground interface. Expressions of wa and wg involving the
pressure disturbance p� to the first order are sought; linear-
ized equations are hence used. For the air layer the authors
use the linearized Euler’s equation

�0�t�wa� = − �zpT
a . �21�

The perturbation expansion method is used and the same
scalings as in Sec. II and in Refs. 1 and 7 are used. Rewriting
Eq. �21� and equating terms of orders 1 and 3/2 give
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w1
a = 0, w2

a = ��0c0�x�−1�zp1�
a. �22�

Note that wa=w1
a+w2

a+O�	5/2�. To the order of accuracy
sought in this work it can be written as

wa = ��0c0�x�−1�zp1�
a. �23�

To find an expression for wg the authors start from the fol-
lowing momentum equation:20

��0�tw
g = − �0�zpT

g − �0�0wg. �24�

The same procedure is applied; one finds

wg = �	��0c0�x − �0�0�−1�0�zp1�
g. �25�

The interfacial condition for the continuity of vertical veloci-
ties wa and wg can now be written as

���0c0�x�−1�zp�a� = ��	��0c0�x − �0�0�−1�0�zp�g� . �26�

Rearranging Eq. �26� leads to


	��zp�a −
�0�0

�0c0
� �zp�adx� = ��0�zp�g� . �27�

B. Discretization

The variables pi,j�a and pi,j�g are introduced to denote pres-
sures in layer a �air layer� and layer g �porous ground layer�,
respectively, at range i
x in the moving-window and altitude
j
z. The air-ground interface is taken to be midway between
two vertical grid points with indices j=0 and j=1. Auxiliary
virtual points with pressures pi,0�

a and pi,1�
g are created. Figure 1

shows a sketch of the configuration.
A trapezoidal law and finite-difference expressions for

p�a and p�g and their derivatives are used to discretize Eq.
�27�. For a generic layer l the authors use

�p�l� =
pi,1�

l + pi,0�
l

2
, �28a�

��zp�l� = �pi,1�
l − pi,0�

l �
z−1. �28b�

Replacing these approximations with Eq. �27� and using the
condition of pressure equality across the interface finally

give expressions for unknown quantities pi,0�
a and pi,1�

g as fol-
lows:

�A + G�pi,0�
a=�A − G�pi,1�

a + 2Gpi,0�
g + S 

m=Nx

i+1

�pm,1�a − pm,0�a � ,

�29a�

�A + G�pi,1�
g=�G − A�pi,0�

g + 2Api,1�
a + S 

m=Nx

i+1

�pm,1�a − pm,0�a � ,

�29b�

where Nx is the number of points in the moving-window in
the x-direction and

A = 	� + 1
2S , �30a�

G = �0, �30b�

S =
�0�0
x

c0�0
. �30c�

Equations �29� and �30� give expressions for the unknown
pressures pi,0

a and pi,1
g and thus allow, used together with the

atmospheric and porous ground NPE models, to simulate
weakly nonlinear sound propagation over an impedant
ground.

C. Properties

In this section, fundamental properties of the boundary
conditions are described and some notes about its numerical
implementation are given.

Limitations. First-order formulations of the constitutive
equations have been used to derive the boundary interface
condition. This implies that nonlinearities cannot be taken
into account in the two-way coupling.

Causality. The x-integral present in NPE models �see,
for example, Eq. �1�� is calculated from right to left in the
calculation grid, and the same method is used for coupling
�note the reversed sum indices in Eqs. �29a� and �29b��. This
ensures that no perturbation is introduced ahead of the point
where the wave hits the ground, and thus implies that the
interfacial condition is causal.

Consistency with classical boundary conditions. If one
sets �=+� one obtains the following from Eqs. �29a� and
�29b�: pi,0�

a = pi,1�
a, which is, with the discretization used, the

condition for a totally rigid interface. A transparent interface
condition can be obtained by setting �0=0, �0=1, and �
=1 �parameters for an air layer�. This leads to A=1 and G
=1 and thus pi,0�

a = pi,0�
g and pi,1�

g = pi,1�
a, which is the condition for

perfect transmission. If one sets �=0 and �0=1, Eqs. �29a�
and �29b� become

pi,0�
a =

	� − 1
	� + 1

pi,1�
a +

2
	� + 1

pi,0�
g , �31a�

FIG. 1. The air-ground interface is taken to be midway between two vertical
grid points with indices j=0 and j=1. Auxiliary virtual points �black circles�
with pressures pi,0�

a and pi,1�
g are created.
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pi,1�
g =

1 − 	�

	� + 1
pi,0�

g +
2	�

	� + 1
pi,1�

a , �31b�

which is the interface condition for two fluid layers with
densities �0 and 	��0.13

Numerical implementation. To solve the diffraction op-
erator a first-order finite-difference approximation for spatial
discretization and the Crank–Nicolson method for time
marching are used. This leads to a tridiagonal system of
equations that is solved columnwise, from right to left in the
calculation grid. The boundary interface condition can thus
be naturally included in the diffraction solver by imposing
values on corresponding points without any additional solver
modifications.

IV. NUMERICAL EXAMPLES

In this section, numerical examples of sound propaga-
tion over porous ground layers are presented to illustrate the
coupling method and to evaluate its performances.

A. Linear propagation

1. Reference solutions

The solutions of the 2D Helmholtz equation are used as
references. In the case of 2D wave propagation over a flat
and impedant ground surface the pressure is given by

pr = i�H0
�1��kR1� + Qi�H0

�1��kR2� , �32�

where pr is the complex pressure at the receiver, k is the
wavenumber, R1 and R2 are the source-receiver and image
source-receiver distances, respectively, and H0

�1� is the Han-

kel function of the first kind and of order zero. Q is the
cylindrical reflection coefficient; it can be calculated with the
help of Laplace transforms.20,32 The normalized impedance
used to calculate the reflection coefficient is20

Z =	 �

�0
2 + i

�0

�0�0
. �33�

2. Configuration

The sound speed is constant within the domain �c0

=340 m s−1� and absorption from air is not included in the
model. The source is positioned at �xs ,zs�= �0.0,1.4� m. The
signal used is a sine pulse with wavelength �=0.27 m �f
=1259.25 Hz� and its peak amplitude is low enough for the
propagation to be considered linear. A receiver is placed 10
m away from the source at �xr ,zr�= �10,1.4� m. The source
and receiver positions ensure that the authors are within the
parabolic equation angular validity domain �the angle from
source to image-receiver is ��15°�. Spatial steps are equal
to 7.5�10−3 m in both directions, thus giving a spatial res-
olution of about 36 points/�, ensuring sufficient resolution at
higher frequencies and near the air/ground boundary. The
time step is 
x /c0, so that at each time step the window
advances one spatial step. Since the Crank–Nicolson method
is used the numerical scheme is stable. Three different
ground layers of thickness 1 m are considered. The first
ground layer is a perfectly rigid surface ���1�. The second
and third layers have identical tortuosity ��=3� and porosity
��0=0.3�, but different flow resistivities ��0

FIG. 2. SPLs relative to free field at
the receiver for the three different
ground layers, for NPE and analytical
solutions. The source and receiver are
placed at �xs ,zs�= �0,1.4� m and
�xr ,zr�= �10,1.4� m.
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=500 kPa s m−2 and �0=100 kPa s m−2�. The NPE window
including the ground layer is 3 m wide and 4.125 m high
�400�550 points�.

3. Results

Two modifications are done on signals at the receiver:
First, in order to obtain a free field reference, time histories
are cropped after the direct wave. Next the trailing part of
time signals is cropped after the reflected wave to suppress
the low-amplitude numerical oscillations. Let us denote the
complex pressures at the receiver and in the free field by pr

and pfree, respectively. The relative sound pressure level
�SPL� 
L is then calculated with


L = 10 log� pr
2

pfree
2 � . �34�

Note that Salomons et al.20 found very little difference on
relative SPLs when comparing sources with different decay
rates. Analytical solutions for cylindrical line sources are
thus valid references for comparison with the NPE model
used in this work.

Relative SPLs at the receiver are shown in Fig. 2, for
both analytical and NPE calculations. Very good agreement
can be observed, independently of the ground properties:
Even for the softest layer ��0=100 kPa s m−2� the difference
between analytical and NPE calculations is at most 1 dB.
The frequencies where negative interference occurs are 1325,
1273, and 1246 Hz for the rigid case, the ground layer with
�0=500 kPa s m−2, and the ground layer with �0

=100 kPa s m−2, respectively. As one can see in Fig. 2 the
NPE model presented does not only accurately recreate re-
flected wave amplitude decrease, but does account for the
change in least reflective frequencies due to the additional
delay given during reflection.

B. Nonlinear propagation

1. Reference solution

To obtain reference results to compare to the NPE model
simulations in the case of high-amplitude waves, solutions of
Euler’s equations are used. The computational domain is
composed of an air layer and a ground layer. In a 2D Carte-
sian coordinate system the constitutive equations for the air
layer are

�t�T + �x��Tu� + �z��Tw� = 0, �35a�

�t��Tu� + �x��Tu2� + �z��Tuw� = − �xpT, �35b�

�t��Tw� + �x��Tuw� + �z��Tw2� = − �zpT, �35c�

�t��Te0� + �x��Tue0� + �z��Twe0� = − �x�pTu� − �z�pTw� ,

�35d�

where e0 is the energy per unit mass. Within the ground layer
momentum conservation equations write

��t��Tu� + �x�pT + ��Tu2� + �z���Tuw� + �0�0�1

+ ��u��u = 0, �36a�

��t��Tw� + �z�pT + ��Tw2� + �x���Tuw� + �0�0�1

+ ��w��w = 0. �36b�

The energy equation �37� and the ideal gas law �38� close the
equation system

�Te0 = �TCvT +
�T�V�2

2
, �37�

pT = �TRT , �38�

where T is the gas temperature, Cv is the specific heat capac-
ity at constant volume, and R is the gas constant. To solve
this equation system a weighted essentially non-oscillatory
�WENO� algorithm33 for space discretization and a third-
order total variation diminishing scheme34 for time marching
are used. These numerical algorithms are briefly presented in
the Appendix.

FIG. 3. Left: pressure waveform at altitude z=3 m. Right: initial pressure
waveform used to start the reference and NPE calculations.

FIG. 4. Snapshots at time t=33 ms. Left: �0

=100 kPa s m−2. Right: �0=10 kPa s m−2. Colormap:
solution from NPE model. Contour lines: solution from
Euler’s equations. Ten contour lines equally spaced
from �800 to 800 Pa are shown. Contours correspond-
ing to negative values are represented by dashed lines,
and positive ones by solid lines.
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2. Configuration

In this example, standard atmospheric conditions are
used �T=293 K, �0=1.2 kg m−3, and p0=1.03�105 Pa�.
The source is positioned at �xs ,zs�= �0,3� m and the receiver
at �xr ,zr�= �12,3� m.

In order to start the reference calculation, the pressure,
velocity, density, and energy fields need to be specified. A
Gaussian pulse is propagated using a one-dimensional ver-
sion of the code presented in the Appendix. By adjusting the
pulse amplitude and width one can obtain a one-dimensional
signal at a given distance. In this example an amplitude and
signal length of approximately 4 kPa and 1.5 m, respectively,
were aimed for at a distance of 3 m from the source. Spatial
steps are equal to 0.015 m in both directions, leading to a
resolution of approximately 100 points per wavelength. This
signal is then spherically extrapolated to obtain a 2D array.
Figure 3 shows the one-dimensional signal and its 2D exten-
sion used to start both reference and NPE calculations.

A simulation on a perfectly rigid ground has been per-
formed together with two calculations on different ground
layers. Both have identical tortuosity ��=3� and porosity
��0=0.3� but have different flow resistivity values ��0

=100 kPa s m−2 and �0=10 kPa s m−2�. These flow resis-
tivity values have been chosen to test the model limitations
rather than to represent a real situation. Chosen flow resis-
tivities would correspond to grass ��0=100 kPa s m−2� and
light, dry snow ��0=10 kPa s m−2�. The ground layer is 75
cm thick �50 points� and for NPE calculations the moving-
window is 4.5 m wide and 6 m high �300�400 points�.

3. Results

Figure 4 shows snapshots of the propagation for non-
rigid ground layers at time t=33 ms for both models. Col-
ormaps represent results from the NPE model while contour
lines are results from Euler’s equations. Time signals are
recorded at the receivers; Fig. 5 shows these signals for NPE
and reference calculations for the three ground layers consid-
ered. Although Euler’s equations’ model seems to smear out
reflected waves more than the NPE model, the parabolic
propagation model produces time waveforms comparable to
the reference ones.

To evaluate the accuracy of the NPE model, some char-
acteristics of the reflected wave are studied: the maximum
positive and negative peak pressures and their arrival times
�noted, respectively, p+ and p−, and ta+ and ta−�, and the
positive phase duration �noted td�. These characteristics are
summarized in Table I. Since for the softest ground layer the
negative peak on the reflected wave is very weak, values of
p− and ta− for this layer are irrelevant.

As one can see, arrival times differ by at most 0.3 ms.
The difference is larger for the softest layer; a possible rea-
son is that the NPE model does not smear out pulses as the
reference model does, leading to erroneous positive peak po-
sition. One can thus expect that as the flow resistivity de-
creases the error on arrival time increases. However, in out-
door sound propagation applications, the flow resistivity may
seldom be lower than the one used here ��0

=10 kPa s m−2�, so the error on arrival time will remain

weak for most cases. These remarks are also applicable to
the positive phase duration td. Positive peak amplitudes dif-
fer by 6.2% and 5.1% for layers with �0=100 kPa s m−2 and
�0=10 kPa s m−2, respectively. This difference does not
seem to be dependent on flow resistivity and, as a compari-
son, the relative error for the perfectly rigid layer is 1%.
Relative errors for negative peaks are comparable: 2.4% and
3.4% for the rigid layer and the layer with �0

=100 kPa s m−2, respectively.
As a mean of comparison, calculation times for Euler

and NPE models were about 3.5 h and 4 min, respectively
�calculations were done on a modern desktop computer�. Al-
though Euler’s equations’ implementation could use more
advanced numerical techniques �adaptive mesh refinement
methods25 and moving-window principle15�, the NPE model,
thanks to the use of a single variable one-way wave equation
and a fast solver �Thomas algorithm�, is a very efficient tool
for outdoor sound propagation simulations.

V. INCLUDING FORCHHEIMER’S NONLINEARITIES IN
THE TWO-WAY COUPLING

While the flow resistivity dependence on particle veloc-
ity �Forchheimer’s nonlinearities� is accounted for in the
NPE model for porous ground layers �last term in Eq. �19��,
the two-way coupling between both domains does not con-
tain high-amplitude effects on ground properties. This would
lead to erroneous solutions, since an additional attenuation
would be introduced in the ground layer, but the increased
rigidity of the interface would not be accounted for.

A solution is to artificially increase the flow resistivity in
Eqs. �30a�–�30c� according to

FIG. 5. Time signals at the receiver for NPE and reference calculations for
the three ground layers considered �from top to bottom: perfectly rigid, �0

=100 kPa s m−2 and �0=10 kPa s m−2�. Solid line: Euler; dotted line: NPE.
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��x,t� = �0�1 + �wi� , �39�

where wi is the vertical particle velocity at the interface. Note
that the flow resistivity is now dependent on �x , t�; it is thus
noted ��x , t�. The authors then use Eq. �22� to obtain an
approximation of wi as follows:

wi = ��0c0�−1� �zp1
i dx + O�	5/2� , �40�

where p1
i is the first-order approximation of the pressure at

the interface. The flow resistivity �0 in the coupling param-
eters �30a�–�30c� is thus replaced with

��x,t� = �0�1 +
�

�0c0
� �zp1

i dx� . �41�

At each time iteration the flow resistivity is updated with the
help of pressure values at the interface at the previous time
step. This method, although approximate, allows inclusion of
Forchheimer’s nonlinearities in the two-way coupling.

A. Numerical example

To illustrate the effects of Forchheimer’s nonlinearities a
simulation is performed with a nonlinearity parameter �
=2.5 s m−1. According to the conclusions of the previous
section, low flow resistivities lead to a larger error on posi-
tive phase duration and time of arrival of positive peak pres-
sure. A low flow resistivity has been chosen ��0

=10 kPa m s−2, with �=3 and �0=0.3�, so that the method
to include Forchheimer’s nonlinearities can be fully evalu-
ated.

Simulation parameters and initialization array are iden-
tical to those used in Sec. IV B. The source is positioned at
�xs ,zs�= �0,3� m and the receiver at �xr ,zr�= �12,3� m.

Figure 6 shows time signals at the receiver and Table II
summarizes their characteristics for both reference and NPE
calculations. One can see that compared to the same ground
layer with no Forchheimer’s nonlinearities �bottom plot in
Fig. 5�, the obtained reflected wave has a larger positive peak
amplitude and a shorter time of arrival. The relative errors
for positive and negative peak pressures are 4.38% and
4.34%, respectively, while the error on positive phase dura-
tion is 0.4 ms. These values, in agreement with the ones

found in Sec. IV B, seem to indicate that the method used to
include Forchheimer’s nonlinearities in the two-way cou-
pling does not introduce any additional source of error.

To confirm this statement, differences in signals charac-
teristics for calculations with and without nonlinearities are
studied. Table III presents these figures for both models. The
positive peak amplitude is increased by 21.78% and 21.12%,
and the time of arrival ta+ is reduced by 0.7 and 0.6 ms for
Euler and NPE simulations, respectively, while the positive
phase duration is reduced by 0.3 ms for both models. The
signals modifications due to the addition of Forchheimer’s
nonlinearities are nearly identical for both models, confirm-
ing that the method presented to take into account the flow
resistivity dependence on particle velocity is accurate.

VI. CONCLUSION AND PERSPECTIVES

A NPE model based on a nonlinear extension of the ZK
model has been developed; it allows simulation of weakly
nonlinear propagation within a porous ground layer. Next,
two-way coupling equations have been derived from linear-
ized Euler’s equations. This interfacial boundary condition
couples air and ground NPE models and enables the NPE to
account for the effects of soft ground layers on sound propa-
gation. For linear propagation, the results obtained with this
method have shown very good agreement with analytical
solutions for a wide range of ground properties. For high-

TABLE I. Reflected wave characteristics for reference and NPE calculations.

Model
ta+

�ms�
p+

�Pa�
td

�ms�
ta−

�ms�
p−

�Pa�

Rigid layer
Euler 37.9 756 1.4 40.2 �449
NPE 38.0 749 1.3 40.0 �438

�0=100 kPa s m−2

Euler 38.1 387 1.8 40.3 �265
NPE 38.2 411 1.6 40.2 �274

�0=10 kPa s m−2

Euler 39.3 202 2.4 ¯ ¯

NPE 39 213 2.0 ¯ ¯

FIG. 6. Time signals at the receiver for Forchheimer’s parameter �
=2.5 s m−1. Solid line: Euler; dotted line: NPE.
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amplitude waves, the NPE model produces time signals com-
parable to those obtained by Euler’s equations’ model. Rela-
tive error on peak pressures has been shown to be
independent of material properties while differences on posi-
tive phase duration and time of arrival increase with decreas-
ing ground flow resistivity. However, the presented model
still gives good agreement even for very low flow resistivi-
ties and provides a simple but efficient way of taking into
account ground impedances. Finally, an approximate method
to include Forchheimer’s nonlinearities in the two-way cou-
pling has been presented: It consists in artificially increasing
the flow resistivity value in the coupling parameters. This
method has been proven to give satisfactory results and does
not introduce any additional source of error in the two-way
coupling.

To construct the NPE model, the assumption that the
ground layer is equivalent to a continuous fluid has been
made. This simplified approach allows derivation of a
ground model that is of the same form as the NPE model for
atmospheric layer. Since the two-way coupling equations in-
volve only spatial derivatives and integrals, the complete
NPE model is able to perform simulations in a very short
time �about 50 times faster than Euler’s equations’ imple-
mentation�. This enables the NPE model to be used as a
stochastic model solved by the Monte Carlo method. Wave
field statistics in the air layer could be determined by per-
forming a large number of simulations of sound propagation
in an environment with varying parameters �e.g., propagation
over a ground layer with random flow resistivity and propa-
gation through turbulences�. However, note that for realistic
simulations, a spherical spreading term should be added to
the NPE used in this work.

The relative simplicity of the NPE model and its cou-
pling method makes it a good candidate for extensions and
modifications. In a previous work,35 the NPE models for po-
rous ground layers and two-way coupling equations have
been adapted to handle non-flat topographies, through the
terrain-following coordinates method.19 Two-way coupling
equations could also be derived for multilayered ground sur-
faces without much additional work. With atmospheric re-
fraction and dissipation included, it would provide a com-

plete NPE model for weakly nonlinear wave propagation
including most of the features of sound propagation outdoors
�refraction, dissipation, topography, and ground impedance
effects�. This tool could be used, for instance, for propagat-
ing waves from explosions using a three stage procedure:
first, a method based on Euler’s equations could be used in
the near field, where the propagation is highly nonlinear.
Next, NPE models could propagate weakly nonlinear waves
over moderate distances and, finally, when the wave ampli-
tude is low enough, frequency-domain method such as the
parabolic equation �PE� could be used. This hybrid method
allows propagation of waves from explosions over distances
up to several kilometers.3
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APPENDIX: NUMERICAL SOLUTION OF EULER’S
EQUATIONS

The main principle of the WENO scheme is the use of
multiple stencils to evaluate the derivative at a given point.
The algorithm first determines where there is a discontinuity
and then weights stencils accordingly to avoid spurious nu-
merical oscillations. These features make the WENO scheme
accurate for propagating shock waves. For the sake of brev-
ity computation details are omitted here, but the reader may
refer to the work of Shu33 or Wochner.16,36

The time discretization scheme is of the form

w�1� = wn + 
tKn, �A1a�

w�2� = 3
4wn + 1

4w�1� + 1
4
tK�1�, �A1b�

wn+1 = 1
3wn + 2

3w�2� + 2
3
tK�2�, �A1c�

where, for the air layer, wn is the solution vector at time
iteration n, i.e.,

wn =�
�T

�Tu

�Tw

�Te0

�
n

�A2�

and K�i� is the right hand side of the equation system, i.e.,

TABLE II. Reflected wave characteristics for reference and NPE calculations with Forchheimer’s nonlineari-
ties.

Model
ta+

�ms�
p+

�Pa�
td

�ms�
ta−

�ms�
p−

�Pa�

Euler 38.6 246 2.1 40.4 115
NPE 38.4 258 1.7 40.5 120

TABLE III. Differences in reflected waves characteristics with and without
Forchheimer’s nonlinearities. Results are shown for both NPE and reference
calculations.

Model
ta+

�ms�
p+

�Pa�
td

�ms�

Euler �0.7 +21.78% �0.3
NPE �0.6 +21.12% �0.3
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K�i� = − �x�
�Tu

�Tu2

�Tuw

�Te0u
�

�i�

− �z�
�Tw

�Tuw

�Tw2

�Te0w
�

�i�

−�
0

�xpT

�zpT

− �x�pTu� − �z�pTw�
�

�i�

. �A3�

Note that for the ground layer, wn and K�i� have to be modi-
fied according to Eqs. �36a� and �36b�.

Although the combination of WENO and Runge–Kutta
schemes allow to stably propagate discontinuities, it is un-
able to propagate waves of infinite slope: A shock smearing
will occur where the slope is too steep, resulting in small
deviations from physical solutions for very high-amplitude
waves.
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A methodology to study numerically the aeroacoustic response of low Mach number confined flows
to acoustic excitations is presented. The approach combines incompressible flow computations,
vortex sound theory, and system identification techniques, and is applied here to study the behavior
of a two-dimensional laminar flow through a T-joint. Comparison with experimental results
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I. INTRODUCTION

In a pipeline system, acoustic resonances can arise, typi-
cally for frequencies such that a characteristic length corre-
sponds to an integer number of quarters of the acoustical
wavelength. In this situation, the shear layer at T-joints can
either absorb or generate sound, thus preventing a resonance
from appearing or, on the contrary, contributing to its growth
and persistence in time. The response to external excitations
of the flow through a T-joint is investigated with numerical
techniques in the present work.

A methodology is proposed combining incompressible
flow simulations, vortex sound theory,1 and system identifi-
cation techniques that have been applied in the past for
acoustic transfer matrix identification.2,3 The proposed ap-
proach is suitable for low Mach number flows and acousti-
cally compact configurations.

II. INCOMPRESSIBLE FLOW THROUGH A T-JOINT

Figure 1 illustrates the directions of the main flow
through the T-joint, which enters the main pipe through inlet
1 and exits through outlet 2. There is no main flow entering
or exiting through the side-branch inlet 3. The main pipe and
the side-branch have the same section S and diameter D. The
flow is characterized by the constant density �0 and the mean
flow velocity U. The Reynolds number, based on D and U, is
Re=1000, although additional simulations are run with Re
=2000 and Re=3000 to study the influence of the Reynolds
number on the response of the shear layer.

Inlet 1 is placed upstream at a distance 3D from the
T-joint, and characterized by a constant velocity profile of
momentum thickness �inlet=0.0065D. The momentum thick-
ness is defined here as

� = �
yw

yc u�y�
Uc

�1 −
u�y�
Uc

�dy , �1�

where u�y� is the x-velocity profile, Uc is the x-velocity at the
centerline of the duct, and yw and yc are, respectively, the

y-coordinates of the lower wall and of the centerline of the
duct.

The side-branch length is 3D, with inlet 3 described
through a zero-velocity condition. Outlet 2 is placed 9D
downstream from the T-joint, and the outlet condition con-
sists in fixing the x-derivative of the velocities to zero. The
remaining boundaries correspond to duct walls, and were
characterized as no-slip conditions.

A finite volume commercial code was used. The chosen
solver is time-dependent, implicit, and second-order in time
and space. The flow model is incompressible and two-
dimensional. No turbulence modeling was applied. The mesh
contains around 200 000 quadrilateral cells. A study of grid
independence showed that a mesh twice as coarse in each
coordinate direction provides the same results. The flow was
computed for a total time t�50D /U to obtain an accurate
unexcited initial flow condition. Although the solver was
time-dependent, a steady solution was obtained when no ex-
ternal excitations were applied.

The momentum thickness � at the upstream edge of the
T-joint was calculated from the results of the unexcited simu-
lations according to Eq. �1�. It yielded �=0.026D for Re
=1000, �=0.020D for Re=2000, and �=0.017D for Re
=3000. The influence of this parameter is discussed in Secs.
IV and V.

A. Flow with small external perturbations

The flow is excited with incoming velocity perturba-
tions. As the flow solver is incompressible, the perturbations
propagate instantaneously throughout the whole domain, and
behave therefore as an acoustic excitation propagating with
an infinite speed of sound. This corresponds to the limit of
zero Helmholtz number, and therefore implies acoustical
compactness of the T-joint.

If the amplitude of the excitation signals is small
enough, the response of the shear layer to perturbations is
linear. Two plane uncorrelated broadband excitations are ap-
plied to the flow: u1� is added at inlet 1 and u3� at the side-
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branch inlet 3. As the flow is incompressible, it is not pos-
sible to prescribe an additional perturbation at outlet 2, as the
mass conservation in the joint defines it as a function of the
other two: u2�=u1�+u3�. The signals u1� and u3� are generated as
discrete random binary signals, receiving at each timestep a
value of either −ubb� or ubb� , and are then low-pass filtered to
retain only a range of frequencies of interest. A typical value
for ubb� is ubb� =0.001U. The total computation time of the
excited flow is t=80D /U with a timestep of �t=0.01D /U.

B. Flow with moderate external perturbations

If the amplitude of the acoustic velocity perturbations in
the T-joint becomes large enough compared to U, the re-
sponse of the shear layer becomes nonlinear. In this situation,
the flow must be separately analyzed for each frequency and
direction of the acoustic flow, as done by Hofmans.4 For
each configuration shown in Fig. 2, simulations are carried
out with single-frequency sinusoidal excitation signals of
amplitudes 0.01U�u��0.5U. The typical computation time
is of around 12 periods of the excitation frequency, and the
timestep is �t=0.01D /U.

III. SOURCE PROCESSING

The area-averaged total pressure at several sections of
the duct is stored at each timestep of the flow simulation.
This allows computing the total pressure differences between
the ducts separated by the T-joint: �P12= P1− P2 is the total
pressure jump between positions x1 in the inlet duct and x2 in
the outlet duct, while �P32= P3− P2 is the total pressure
jump between certain positions y3 in the side-branch and x2

in the outlet duct. The sound production is obtained by using
these flow data to compute equivalent sources of sound,
which are defined according to vortex sound theory.1

For an incompressible fluid with sufficiently high Rey-
nolds number, the momentum equation yields

�P = − �0
�u

�t
− �0�� � u� , �2�

where P is the total pressure P= p+�0u2 /2 and �=��u
represents vorticity. The second term on the right-hand side
of Eq. �2� is related to the acoustic power W according to
Howe’s energy corollary,1 which expresses the acoustic en-
ergy radiated in a control volume V as

W = − �0�
V

�� � u� · u�dV . �3�

The flow in the ducts is considered one-dimensional. In view
of Eqs. �2� and �3�, it can be deduced that the total pressure
difference �P between two duct sections is the sum �P
=�ppot+�ps of two components:4 a pressure difference due
to the sources of sound �ps, which is related to the vortical
disturbances in the shear layer, and a pressure difference
�ppot related to a potential flow solution, which can be ex-
pressed as

�ppot = − �0�
L

�ul

�t
dl , �4�

where L is the total length between the duct sections, l is the
coordinate along the duct, and ul is the velocity component
in its direction. �ppot may be interpreted as a result of the
propagation along the duct of the fluctuations in the velocity
ul.

In order to quantify the sound production, the source
pressure difference �ps must be calculated from the total
pressure difference �P measured in the flow. If the flow in a
duct is incompressible and the duct has a constant section,
the velocity does not vary with the coordinates along the
duct, and its time derivative can be placed outside the inte-
gral in Eq. �4�. Therefore, for two duct sections a and b with
a joint between them, the total pressure jump can be ex-
pressed as

�Pab�xa,xb,t� = ca�t�La�xa� + cb�t�Lb�xb� + ��ps�ab�t� ,

�5�

where ca�t� and cb�t� are time-dependent coefficients that are
proportional to the time derivatives of the velocities along
the ducts, and La �Lb� is the total length of propagation along
duct a �b�

La�xa� = xa − xa
o�Lb�xb� = xb − xb

o� �6�

between the measuring position xa �xb� in the duct and a
certain origin xa

o �xb
o�, which is located somewhere inside the

joint in order to include the effect of propagation inside it.
As a first approximation, it can be assumed that �ppot

��P, as the source pressure jump �ps is small in compari-
son �typically, of the order of 1%�. The total pressure in the
duct is obtained by calculating the area-averaged pressure
over the duct section, as the flow is considered one-
dimensional. The measuring sections must be far enough
from the joint, so that the flow is closer to a one-dimensional
flow. In the present computations, the pressure was measured
always at least a diameter D far from the joint. The local
time-averaged value is subtracted from each pressure mea-
surement. The total pressure jumps �P12 and �P32 are ob-
tained for different measuring positions x1 in the inlet duct,
x2 in the outlet duct, and y3 in the side-branch. As a result,
for each timestep tk �with k� �1,N�, N being the number of
timesteps�, linear least-squares fits of the total pressure
jumps with respect to the measuring positions x1, x2, and y3

can be carried out as

FIG. 1. T-joint: main flow and acoustic flow.

FIG. 2. Acoustic flow in each configuration.
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�P12�x1,x2,tk� � c1
kx1 + c2

kx2 + c0
k , �7�

�P32�y3,x2,tk� � ĉ3
ky3 + ĉ2

kx2 + ĉ0
k . �8�

The outputs of these linear fits are c1
k, ĉ3

k, c2
k, ĉ2

k, c0
k, and ĉ0

k,
which are the coefficients that best approximate Eqs. �7� and
�8� for the measured data. The next step is to compute the
origins x1

o1, x2
o1, x2

o2, and y3
o2 such that equations

c0 = − c1x1
o1 − c2x2

o1 �with ci = 	ci
k
k=1

N � �9�

and

ĉ0 = − ĉ3y3
o2 − ĉ2x2

o2 �with ĉi = 	ĉi
k
k=1

N � �10�

are satisfied in the sense of a least-squares approximation.
The source pressure jumps can then be computed for each
timestep from the total pressure measured at certain positions
x1= x̄1, x2= x̄2, and y3= ȳ3 as

��ps�12�tk� = �P12�x̄1, x̄2,tk� − c1
k�x̄1 − x1

o1� − c2
k�x̄2 − x2

o1�

�11�

and

��ps�32�tk� = �P32�ȳ3, x̄2,tk� − ĉ3
k�ȳ3 − y3

o2� − ĉ2
k�x̄2 − x2

o2� .

�12�

The source processing must be numerically robust, as the
sources correspond only to a small fraction of the total pres-
sure jump. This method based on linear fits with respect to
the measuring coordinates proved more numerically robust
than others based on the numerical time derivatives of the
velocities in the ducts.

IV. ACOUSTIC RESPONSE IN THE LINEAR REGIME

The objective of the transfer function identification is to
obtain a frequency-dependent matrix A that relates the out-
put source pressure differences ��ps�12 and ��ps�32 to the
input excitation velocities u1� and u3�.

���ps�12

��ps�32
� = �0U�A11�Sr� A12�Sr�

A21�Sr� A22�Sr�
��u1�

u3�
� , �13�

where Sr= fD /U is the Strouhal number related to the exci-
tation frequency f . The method applied to obtain the matrix
is based on the Wiener–Hopf equation with multiple inputs.2

It may be noted that, in order to complete the characteriza-
tion of the relationship between acoustic inputs and outputs
in the T-joint, for which three equations are necessary, the
additional equation given by the mass conservation in the
joint is needed: u2�=u1�+u3�.

For each of the configurations described in Fig. 2, an
impedance Z can be defined as follows.

• Configuration a1 �u1�=u2� ;u3�=0�:

Za1 = ��ps�12/��0Uu1�� = A11.

• Configuration a2 �u1�=−u3� ;u2�=0�:

Za2 = ��ps�13/��0Uu1�� = ���ps�12 − ��ps�32�/��0Uu1��

= A11 − A12 − A21 + A22.

• Configuration a3 �u3�=u2� ;u1�=0�:

Za3 = ��ps�32/��0Uu3�� = A22.

In Fig. 3, the equivalent impedance obtained for the
three configurations is shown. The impedance for configura-
tions a2 and a3 is compared to experimental results obtained
by Graf and Ziada,5 who carried out measurements in a setup
with two opposite coaxial side-branches. It must be stressed
that the conditions of the experiments do not match exactly
those of the numerical model. In the experiments, the acous-
tic flow is directed from one side-branch into another. This
does not correspond to any of the configurations studied
here, although it may be expected to behave similarly to a
combination of configurations a2 and a3. Moreover, the am-
plitude of the experimental data shown in Fig. 3, the lowest
for which experimental results are provided, corresponds to
u�=0.014U, for which the shear layer may present already
some nonlinearity. The diameter of the main duct in the ex-
perimental setup is 1.75 times the side-branch diameter. No
information is available related to the experimental boundary
layer profile at the upstream edge of the T-joint. Finally,
some impact may be expected from the fact that the numeri-
cal simulations are two-dimensional and have a much lower
Reynolds number.

All these differences make a quantitative comparison
difficult. Nevertheless, from the comparison in Fig. 3, it can
be concluded at least that the numerical approach provides a
reasonable model of the sound production. The dependence
with respect to the Strouhal number is correctly captured, as
well as the frequency shift between real and imaginary parts,
which also appears in experimental measurements of the
acoustic impedance of an orifice with grazing flow.6 Finally,
the order of magnitude of the sources seems also realistic.

A direct relationship can be found between the imped-
ances Zai and the average acoustic power �Wai� as follows:

FIG. 3. Impedance for configurations a1, a2, and a3 vs Strouhal number:
real �solid� and imaginary �dashed�. The symbols correspond to experimen-
tal results by Graf and Ziada �Ref. 5�with u�=0.014U: real ��� and imagi-
nary ���.

584 J. Acoust. Soc. Am., Vol. 126, No. 2, August 2009 Martínez-Lera et al.: Aeroacoustic response of T-joint



�Wai� = �Re�− �psu�S�� = − 1
2Re�Zai��0USu�2,

where � · � denotes time average and ai indicates the configu-
ration �a1, a2, or a3�. The average acoustic power indicates
whether sound will be on average generated ��Wai��0� or
absorbed ��Wai��0�, or, in other words, whether the shear
layer will tend to amplify and sustain the perturbations, or
rather to attenuate the acoustic field.

Figure 4 shows the average acoustic power for configu-
ration a1. The results of additional computations with higher
Reynolds numbers are shown too in order to illustrate the
influence of different velocity profiles at the T-joint upstream
edge, which are also shown in the figure. Kooijman et al.6

reported that, for similar boundary layer profiles at the up-
stream edge of a rectangular orifice with grazing flow, the
amplitude of the response increases with decreasing bound-
ary layer thickness. The same trend is observed here. Fur-
thermore, they also observed that above a Strouhal number
based on the momentum thickness Sr�=Sr� /D the sources
vanish, and that, therefore, the ratio � /D determines the
number of peaks observed in the acoustic impedance as a
function of the Strouhal number Sr. The results shown in Fig.
4 are also consistent with this. It can be observed that, as the
Reynolds number increases, the peak of sound production at
Sr=0.6 becomes stronger, and a peak at Sr=1 appears. Whis-
tling of modes corresponding to configuration a1 at around
Sr=0.6 has been measured experimentally in a multiple side-
branch system.7

Two tests were carried out in order to confirm that the
system behaves linearly for small enough amplitudes: a test
of the proportionality of the response with respect to the
amplitude of the excitation and a test of the validity of the
superposition principle with respect to excitations at the
main inlet 1 and at the side-branch inlet 3.

V. ACOUSTIC RESPONSE IN THE NONLINEAR
REGIME

The nonlinear regime is investigated by processing the
sources for each flow simulation as explained in Sec. III. As
the excitations for the nonlinear regime study contain a
single frequency, there is no need to apply specific system
identification techniques. Instead, the impedance for each
simulation is obtained by dividing the Fourier coefficients of
source pressure jump and acoustic velocity at the excitation
frequency.

Figure 5 shows results for an acoustic excitation of am-
plitude u�=0.2U and corresponding to configuration a3, to-
gether with those obtained by Hofmans4 with an inviscid
two-dimensional vortex blob method and the same amplitude
u�=0.2U. The ratio �W� / u�2 tends to be smaller in absolute
value for the nonlinear regime than for the linear regime.
This is consistent with the idea that for larger amplitudes the
shear layer tends to saturate. Experimental results obtained
by Graf and Ziada5 with u�=0.14U and u�=0.25U are also
shown. All numerical and experimental curves predict the
peak of maximum acoustic production around Sr=0.4. How-
ever, the experimental results show a peak that is lower than
the one predicted by Hofmans4 and by the present results. In
any case, as explained in Sec. IV, the differences between the
numerical and experimental setups can account for mis-
matches in the results, so it is difficult to extract conclusions
from this.

Figure 6 illustrates the saturation of the response as the
acoustic amplitude grows. It shows the ratio �W� / u�2,
scaled so that it yields 1 for the smallest available acoustic
amplitude, which corresponds to the linear regime for the
numerical results and to u�=0.014U for the experimental re-
sults by Graf and Ziada.5 The given average acoustic power
corresponds to the Strouhal number for which it is maximum
�around Sr�0.6 for configuration a1 and around Sr�0.4 for

FIG. 4. Normalized average acoustic power for configuration a1 vs Strouhal
number �left�. On the right, the x-velocity profiles at the upstream edge of
the T-joint are shown. Re=1000 �solid�, Re=2000 �dashed�, and Re=3000
�dotted�.
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configurations a2 and a3, although in all cases it varies some-
what with the acoustic amplitude and the flow parameters�.

For small amplitudes of the velocity, the shear layer be-
haves linearly, and, therefore, the power grows quadratically
with u� /U, making the ratio �W� / u�2 constant. However,
above a certain amplitude, the ratio �W� / u�2 starts to decay.
For a range of amplitudes just above the linear range, it is
approximately linear with log�u� /U�. All presented curves,
including numerical results for different configurations and
Reynolds numbers and the experimental results, present
similar decay rates, the main difference between them being
the amplitude for which the decay starts. For different acous-
tic configurations, the onset of nonlinearities takes place at
different values of the acoustic amplitude.

Kooijman et al.6 reported that the onset of nonlinearities
in an orifice with grazing flow takes place at lower acoustic
amplitudes for decreasing boundary layer thickness. The
same result is observed here, where the decay of �W� / u�2

for configuration a1 starts at an amplitude u� that is lower for
Re=2000 than for Re=1000.

VI. FINAL CONSIDERATIONS

A method to characterize numerically the aeroacoustic
behavior of low Mach number flows inside ducts has been
established, and applied to investigate the sound production
in an acoustically compact T-joint. The obtained results dem-
onstrate the suitability of the proposed approach to study the
response of low Mach number flows to acoustic excitations.
The method differs from the usual applications of transfer
matrix identification techniques in the fact that the flow
simulation is incompressible, and the equivalent sources are
defined through pressure differences �dipoles� using an
acoustic analogy based on vortex sound theory.

The extent to which the obtained results are quantita-
tively representative of three-dimensional flows in real con-
figurations still remains an open question. Two-dimensional
disturbances tend to be in general more unstable than three-
dimensional ones.8 Further investigation is needed to clarify
this.
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Coherent and incoherent scattering by a plume of particles
advected by turbulent velocity flow
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Studies of acoustic remote sensing of the plumes that result from the injection of particulate matter
in the ocean, either naturally or by dumping or dredging activities, have assumed the scattering is
incoherent. These plumes are always turbulent, however. The particle density is a passive scalar that
is advected by the turbulent velocity flow. The possibility exists, therefore, that the scattered waves
from a significant number of particles add coherently as a result of Bragg scattering. In this paper,
we investigate this possibility. We derive an expression for the ratio of the coherent intensity to the
incoherent one in terms of the turbulent spectrum and the properties of the particles that make up the
plume. The sonar is modeled as a high-Q, monostatic, pulsed sonar with arbitrary pulse envelope
and arbitrary, but narrow, beam pattern. We apply the formalism to acoustic remote sensing of black
smoker hydrothermal plumes. We find that, at most, the coherent intensity is less than 1% of the
incoherent one. The implications are that Bragg scattering does not lead to a significant coherent
component and in analyses of scattering from this type of plume, one can ignore the complications
of turbulence altogether. �DOI: 10.1121/1.3158933�

PACS number�s�: 43.30.Gv, 43.20.Fn, 43.30.Vh �WLS� Pages: 587–598

I. INTRODUCTION

The relative importance of coherent and incoherent
acoustical scattering from a plume of inhomogeneities is a
topic that dates to the time of Rayleigh.1 The next notable
advance after Rayleigh was probably in 1945 when Foldy2

published an influential paper in which he considered scat-
tering of a scalar wave from a collection of scatterers and
derived equations satisfied by the coherent field and the in-
tensity of the incoherent field. These equations are similar to
free-field equations except the wave number is replaced by a
spatially-dependent effective wave number depending on the
cross section for a single scatterer and the geometry of the
scattering situation. Foldy’s work was extended by a number
of authors including Lax,3,4 Waterman and Truell,5 and
Ishimaru.6 It is the basis of the analysis of coherent and
incoherent plane wave scattering from a cloud of scatterers
in the long wavelength or Rayleigh scattering approximation
presented by Morse and Ingard.7

From the mid-1950s to the mid-1960s a number of pa-
pers were published8–12 investigating the significance of co-
herent versus incoherent scattering in an effort to understand
the oceanic deep scattering layer and the nature of acoustic
signals scattered from it.13 For the most part, these papers
considered plane or spherical waves scattered from well-
defined geometric regions �e.g., horizontal layers� in which
the distribution of monopole scatterers is random but statis-
tically uniform.

In recent years, interest in the relative importance of
coherent and incoherent scattering stems primarily from the
realization that oceanic bubble clouds can significantly scat-
ter acoustic signals. Most of the work on scattering from a
cloud of bubbles assumes a random but statistically uniform
distribution of scatterers and focuses on the complications

that result from the resonant structure of the single-scatterer
cross section and from multiple scattering. Multiple scatter-
ing is usually taken into account using some variation of the
effective medium approach pioneered by Foldy. The litera-
ture is too extensive to cite. However, the book by
Leighton14 contains citations too much of the literature.

From all this work, one reaches the general conclusion
that there are two mechanisms that can lead to a significant
coherent contribution to the intensity backscattered from a
collection of scatterers in the ocean. First, the density of
scatterers can be non-uniform. In the extreme the scatterers
could be uniformly arranged on a grid. Bragg scatterering,
well-known from x-ray diffraction by a crystalline structure,
would then lead to a coherent component,15 even in the
single scattering approximation. Second, the density of scat-
terers is so large that the mean distance between them is of
the same order as or smaller than the carrier wavelength of
the sonar. In this case multiple scattering is important and the
plume begins to act as a unified whole. The phase cancella-
tions that characterize scattering from a collection of ran-
domly distributed scatterers no longer take place and one can
have, again, a significant coherent contribution. The need to
account for multiple scattering and the presence of a coher-
ent component go hand-in-hand.

We are interested in acoustic remote sensing, using high-
frequency pulsed sonars, of the plumes of scatterers that re-
sult from injection into the ocean of particulate matter. The
injection can be a natural phenomenon16 or a man-made
one.17 The material can be solid particles, bubbles, or oil
droplets in the case of a naturally occurring plume and
dredge material, sewage sludge, or other potential marine
pollutants in the case of a dumping or discharge activity. In
all cases we assume scattering is in the long-wavelength or
Rayleigh scattering region. The Rayleigh scattering ampli-
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tude contains both monopole and dipole terms and the dipole
term cannot be ignored. This is a significant complication for
multiple scattering but not for single scattering.

A priori, there is no reason to believe that both mecha-
nisms, a spatially non-uniform density and a large density, do
not lead to a significant coherent component. The underwater
plumes of interest to us are always turbulent. The particle
density is a passive scalar advected by the turbulent velocity
flow. Simple arguments, to be discussed, indicate the Bragg
wavenumber is within the inertial subrange. Further, the es-
timated density of particles in the core of a black smoker
hydrothermal plume is 30 particles /cm3, giving a mean sepa-
ration between particles of about 3 mm to be compared with
a wavelength of about 1 cm for a typical plume imaging
sonar. Plumes resulting from the dumping of material into
the ocean are typically even more dense. There is reason to
believe, therefore, that multiple scattering is also important
and that the backscattered intensity has a significant coherent
component.

The significance of a coherent component relates to the
value of acoustic remote sensing. In the analysis19 that was
done to support the experimental work19,20 imaging black
smoker hydrothermal plumes, multiple scattering was not
taken into account even though we recognized that it would
likely be important. As a result, the validity of the analysis
was stated to be limited to estimating the backscattered in-
tensity from the boundary area of the plume rather than from
the interior of the plume where densities are greater. Know-
ing the boundary of a plume is important for guiding chemi-
cal and physical sampling and determining the relationship
between the plume and its ocean environment. At the time,
these were considered the most important reasons for acous-
tically imaging hydrothermal plumes. Subsequently, an effort
was undertaken21,22 to use the backscattered intensity data to
construct a three-dimensional image of the plume, including
its interior, based on the phenomenological description of the
mean density of particles within a turbulent, buoyant
plume.23 This effort assumes a number of additional assump-
tions most important of which is that the backscattered in-
tensity is proportional to the particle density multiplied by
the volume being ensonified by the sonar. If there is a sig-
nificant coherent component, this assumption is not valid be-
cause then the backscattered intensity would be equal to the
sum of two terms; one proportional to the particle density
and another proportional to the particle density squared.

One might ask if it is possible to experimentally deter-
mine if a coherent component is present. In principle, it is
possible. However, from the work done imaging hydrother-
mal plumes, it is highly unlikely this determination can be
made. One reason is that we did not initially appreciate the
importance of averaging over a large number of pings. As
mentioned, the initial emphasis was on defining the boundary
of a plume and plumes are so particle rich that it does not
take much ping averaging to do this. However, estimating the
average particle density requires high-quality estimates of
the average intensity. For incoherent scattering, to obtain a
10% precision in the average intensity requires averaging
100 pings.24 This level of precision was never obtained or
even strived for. In addition, in the experimental work done

on the Juan de Fuca Ridge,20 the sonar transmitter and re-
ceiver were co-located but had different beam patterns—one
consisted of a fan in the vertical and the other a fan in the
horizontal. While this provided a sharp pencil beam, it also
introduced noise from side lobes that would have been su-
pressed with a true monostatic sonar where the intensity is
proportional to the square of a single beam pattern.

Because of these considerations, it seems worthwhile to
undertake an analysis to determine the significance of coher-
ent scattering for plume imaging resulting from both turbu-
lence and from multiple scattering. In this paper, we consider
the turbulence problem. It is the obvious first step since it
involves only single scattering and is preliminary to any
analysis of multiple scattering.

We have tried to be as realistic as possible in modeling
the sonar system so that our analysis would more likely be
relevant to experimental situations than if it were based on a
simple incident plane wave or spherical wave. The sonar
emits a pulse of sound at a carrier frequency f0 of duration �,
where Q� f0��1. The envelope of the pulse is arbitrary.
The pulse is transmitted and received in a narrow beam de-
scribed by a beam pattern D. We assume the received wave
is demodulated to base and its quadrature components ob-
tained. From these components, the received complex de-
modulated pressure wave is obtained. In an actual processor,
demodulating and constructing the quadrature components
would require processing of a time interval of the received
pressure. Here we simulate this processing by averaging the
complex demodulated received wave over the duration of a
pulse.

The analysis in this paper is characterized by two con-
cepts that we find useful. First, in Appendix A, the sonar
transmitter is included in the analysis not as a vibrating por-
tion of the boundary of the ocean but rather as a source term
in the wave equation. This source term, or volume density, is
then restricted to a compact, planar surface—the active ele-
ment of the transmitter—by using a delta function. We find
this approach to be quite simple. Also, in the event one wants
to consider a source consisting of a collection of point
sources it is particularly convenient. Of course, both ap-
proaches in the end give equivalent results.

Second, and more importantly, we make extensive use
of the concept of an ensonified volume, V. The pressure re-
corded at the receiver at a particular time after the transmis-
sion of a pulse consists of the sum of the scattered waves
from all the particles in the ensonified volume as it existed at
an earlier time �allowing for the times it takes for the scat-
tered waves to travel from the scatterers to the receiver�. The
ensonified volume depends on the time of recording, the
beam patterns of the transmitter and receiver, the pulse char-
acteristics of the transmitter as well as the orientation of the
transmitter, i.e., the direction in which it points. In this paper,
we use a precise mathematical definition of the ensonified
volume that takes into account the fact its boundaries are not
sharp and that the beam pattern has side lobes that result in
the ensonification of ocean regions out of the main beam.
Quantities are expressed as integrals over the ensonified vol-
ume and we give an expression for the size �in m3� of this
volume. For high-Q systems, the dimensions of the ensoni-
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fied volume are large compared to the wavelength of the
carrier frequency. If one integrates the phase term exp�ik0r�,
where k0 is the carrier wavenumber, over the ensonified vol-
ume

�
V

dr exp�ik0r� ,

one obtains essentially zero since one is integrating a phase
term over many cycles of its variation. This characteristic is
central to the discussion of incoherent versus coherent scat-
tering and is used over and over in the paper.

As mentioned, we assume the dimensions of the par-
ticles that comprise the plume are so small in comparison to
the wavelength of the carrier frequency that scattering is in
the Rayleigh scattering regime. This is certainly true for hy-
drothermal plumes where the metallic sulfides that comprise
the plume have linear dimensions less than about 35�.25,18 It
is also true for many dredged material plumes.17 The par-
ticles in the plume are assumed to be spherical, to support
only compressional waves, and to have identical mechanical
properties. For hydrothermal plumes, these assumptions have
all been discussed in previous publications.19,26,27 We assume
the motion of the particles is such that they can be consid-
ered stationary during the time of passage of the sonar pulse.

In the analysis there are two types of averaging that are
done. In Sec. II, a configuration averaging is done and then
in Sec. IV an average over the turbulent fluctuations in the
ocean media is carried out. �There is actually a third type of
averaging—the running average of the recorded intensity
over a period of time equal to the pulse length �Eq. �A21��.
This averaging, however, is simply technical and not of par-
ticular interest.� The configuration averaging is an average
over all the possible positions in space of the N particles that
make up the plume, as well as their possible volumes. This
type of average is well-known from the work by Foldy.2

After the configuration averaging, the scattering is described
in terms of a particle density—a continous function of posi-
tion. So the configuration averaging takes one from a de-
scription in terms of discrete scatterers to one in terms of a
continous function of position. To describe the effects of tur-
bulence, one then assumes that the particle density is a scalar
field advected by the turbulent flow. This second type of
averaging is then an average over the turbulent fluctuations.
This analysis in terms of two types of averaging is somewhat
artificial. Regardless of how well a description in terms of a
density function may describe an experimental situation, it
remains an approximation since scattering is always from
decrete scatterers. It is the individual scatterers that are ad-
vected by the turbulent flow and not the density. In addition,
the purpose of the analysis is to model an experimental situ-
ation and in an actual experiment the only averaging that is
done is the averaging over a large number of pings. We have
chosen to use a description in terms of two types of averag-
ing because it allows us to better make connection with pre-
vious work; particularly the work by Foldy2 and the large
body of research that followed from his work.

This paper is organized as follows. In Sec. II, we obtain
expressions for the coherent and incoherent intensities as in-

tegrals, over a continuous particle density by using configu-
ration averaging as was done by Foldy.2 In Sec. III, we de-
fine the ensonified volume and discuss some general
characeristics of the coherent and incoherent intensities. In
Sec. IV, we assume the scatterers are advected by turbulent
fluctuations in the flow and develop an expression for the
ratio of the coherent intensity to the incoherent one. This
expression is further developed by assuming the Bragg
wavelength is within the inertial subrange and then using a
model for the turbulent spectrum in this subrange. Section V
is devoted to an application of the analysis to black smoker
hydrothermal plumes. In Sec. VI, we have a brief discussion
of results. In Appendix A, starting from first principles, we
derive an expression for the complex demodulated pressure
recorded by a monostatic sonar. We have included this pre-
liminary material not only to establish notation and to make
the paper self-contained, but also because we did not find it
available elsewhere in a form that fits our needs.28 Appendix
B is devoted to a discussion of the structure of an integral
that appears in the analysis.

II. CONFIGURATION AVERAGING

In Appendix A we derive the following expression for
the complex demodulated pressure P�t�, recorded at time t
by a monostatic sonar and averaged over a time equal to the
pulse length due to a pulse transmitted at time t0:

P�t� = C�t��
i

viD
2�r̂i�W�ri,t�e2ik0ri, �1�

where vi is the volume of the ith particle in the plume,
ri �=rir̂i� is the position vector from the center of the trans-
mitter to the location of the ith particle, D�r̂i� is the sonar
beam pattern, W�ri , t� is the average over a pulse length of
the envelope of the pulse, and k0 is the carrier wavenumber.
The quantity C�t� depends on the source level, the wavenum-
ber, propagation-loss terms, and the mechanical properties of
the particles. It depends on time of reception because the
propagation-loss terms depend on the round-trip length of
travel of the pulse and this distance depends on time of
reception—the later the time of reception, the further the
pulse has propagated into the plume and the greater the
propagation loss. The linear dependence on the particle vol-
ume is a result of assuming Rayleigh scattering. The inten-
sity is given by the expression

I�t� =
1

c�
�P�t��2, �2�

where c and � are the sound speed and density of the ocean
medium, respectively, taken to be constants. If the spatial
distribution of the particles is completely random, then,
when averaging over the particle positions, the only terms
that will survive in the double sum in Eq. �2� are the diagonal
ones. The intensity is then equal to the incoherent intensity

II�t� =
�C�t��2

c�
�

i
vi

2D4�r̂i�W2�ri,t� , �3�

we write
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I�t� = II�t� + IC�t� , �4�

where IC is the sum of the non-diagonal terms in the double
sum

IC�t� = 2
�C�t��2

c�
�
i�j

viv jD
2�r̂i�D2�r̂ j�W�ri,t�W�rj,t�

�exp�2ik0�ri − rj�� . �5�

Statistical estimates of the intensity are obtained by av-
eraging over a number of pulses while keeping the sonar
orientation and operational parameters fixed so that the en-
sonified volume remains unchanged. These estimates are
meaningful only if there is a degree of stationarity in the
plume properties. While a portion, if not all, of the particles
in the ensonified volume are replaced by new particles be-
tween pings because of the mass flux present, one expects
that the statistical characteristics of the particles in the en-
sonified region and in the plume as a whole to remain un-
changed in spite of this renewal process. If this were not the
case then the value and meaning of the acoustical data are
questionable. We assume then, that the general shape of the
plume, the number of particles within it and their statistical
characteristics remain unchanged over the time intervals
needed to obtain a meaningful statistical average of the in-
tensity. Consequently, the probability functions introduced
below are assumed not to depend on time.

Here we employ Foldy’s method for configuration
averaging.2 We assume there are N particles in the plume at
a particular time. A configuration of the particles is given by
specifying their positions �relative to the position of the
transmitter� and their volumes:

Configuration = �r1,r2, . . . ,rN�v1,v2, . . . ,vN� . �6�

One is interested in average values where the average is
taken over the ensemble of all possible configurations. Let
f�r1 ,r2 , . . . ,rN �v1 ,v2 , . . . ,vN� be some physical quantity de-
pending on the configuration of the particles. The enemble
average is then

f̄ =� f�r1,r2, . . . ,rN�v1,v2, . . . ,vN�

�P�r1,r2, . . . ,rN�v1,v2, . . . ,vN�

�dr1dr2, . . . ,drNdv1dv2, . . . ,dvN, �7�

where the probability distribution function
P�r1 ,r2 , . . . ,rN �v1 ,v2 , . . . ,vN� is defined so that

P�r1,r2, . . . ,rN�v1,v2, . . . ,vN�

�dr1dr2, . . . ,drNdv1,dv2, . . . ,dvN �8�

is the probability of finding the particles in a configuration
for which the first particle lies in the element of volume dr1

centered at r1 and has a volume lying between v1 and v1

+dv1, the second particle lies in the element of volume dr2

centered at r2 and has a volume between v2 and v2+dv2, etc.
We have

� P�r1,r2, . . . ,rN�v1,v2, . . . ,vN�

�dr1dr2 . . . drNdv1dv2 . . . dvN = 1. �9�

Spatial integrals and particle sums extend over all of space,
i.e., all of the plume, and all of the particles in the plume.
Restriction to the ensonified volume is done in a natural way
because the integrals and sums include the product
D2�r̂i�W�ri , t�. As we will discuss, this product defines the
ensonified volume.

We consider only the situation where the probability that
a particular particle is located in some volume element and
has a value of v located in some range dv is independent of
the locations and scattering parameters of the other particles
and is the same for all particles. By making this assumption
we have assumed the density of particles is small enough so
that the complications that arise because of their finite vol-
umes can be ignored. �For hydrothermal plumes the typical
linear dimension of a particle is about two orders of magni-
tude smaller than the typical distance between particles.� We
then have the factorization

P�r1,r2, . . . ,rN�v1,v2, . . . ,vN� = p�r1,v1�p�r2,v2� ¯ p�rN,vN� ,

�10�

with

� p�ri,vi�dridvi = 1, i = 1, . . . ,N . �11�

One can show

p�r,v� =
n�r,v�

N
, �12�

where n�r ,v�dv is the average number of particles per unit
volume at the point r having a volume between v and v
+dv. The total number of particles per unit volume at r is

n�r� =� n�r,v�dv ,

and the total number of particles in the plume is

N =� n�r�dr

The average volume of the particles at r is

vave�r� =
1

n�r� � n�r,v�vdv . �13�

The average of the volume squared of the particles at r is

vrms
2 �r� =

1

n�r� � n�r,v�v2dv . �14�

A quantity of the form of the incoherent intensity

�
i

vi
2g�ri,t�

has the ensemble average
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� drvrms
2 �r�g�r,t�n�r� .

Whereas a quantity of the form of the coherent part of the
intensity

2�
i�j

viv jg�ri,t�g*�r j,t�

has the average

	1 −
1

N

�� drvave�r�g�r,t�n�r��2

.

The ensemble average of the incoherent intensity is obtained
from Eq. �3�:

II�t� =
�C�2

c�
� drvrms

2 �r�D4�r̂�W2�r,t�n�r� . �15�

For the coherent intensity, we have

IC�t� =
�C�2

c�
�� drvave�r�D2�r̂�W�r,t�n�r�e2ik0r�2

,

where we have replaced 1−1 /N with unity since N is as-
sumed to always be very large.

As a point of reference, we note the coherent field P�t�
obeys the relationship

�C�2

c�
�P�t��2 = IC�t�

as expected.

III. DEFINITION OF THE ENSONIFIED VOLUME

The spatial region ensonified by the sonar—the ensoni-
fied volume—is determined by the product D2�r̂�W�r , t�. Its
center is located at rC=c�t− t0�êaxis /2, where êaxis is a unit
vector along the axis of the transmitter �Appendix A�. Its
numerical size �in units of m2� depends on the time of recep-
tion and is given by the integral

V�t� =� drD2�r̂�W�r,t�

= �
0

�

r2drW�r,t��
0

�

sin 	d	�
0

2�

d
D2�	,
� . �16�

An average of some quantity over the ensonified volume
depends not only on the size of the volume but also on its
location in space. The location depends on the time, t, and
the orientation of the sonar. In this paper we are keeping the
orientation of the sonar fixed �the sonar is fixed relative to its
platform and the platform is stationary relative to the earth�
so we can suppress the dependence of averages over the
ensonified volume on the orientation of the sonar and con-
sider them only to be functions of the time of reception of
the scattered wave. An integral of some function f�r� over
the ensonified volume is indicated by the notation

�
V�t�

drf�r� =� drD2�r̂�W�r,t�f�r� . �17�

Using this notation, we list

II�t� =
�C�2

c�
�

V�t�
drvrms

2 �r�D2�r̂�W�r,t�n�r� �18�

and

IC�t� =
�C�2

c�
��

V�t�
drvave�r�n�r�e2ik0r�2

. �19�

We now make the assumption what while the average
particle volume may be different in different parts of the
plume, within a �small� ensonified volume the average and
rms values for the particle volume, vave�r� and vrms�r�, do not
change. In a sense this is the definition of what is meant by
an average since the sonar cannot provide any finer spatial
resolution than that of the ensonified volume. This does not
mean, however, that the particle volumes themselves are all
equal within the ensonified volume. We now label the aver-
age volume and the rms volume by t to indicate it only
depends on the ensonified volume as a whole and move it
outside the integral over the ensonified volume. We then
have

II�t� =
�C�2

c�
vrms

2 �t��
V�t�

drD2�r̂�W�r,t�n�r� �20�

and

IC�t� =
�C�2

c�
vave

2 �t���
V�t�

drn�r�e2ik0r�2

. �21�

Consider the expression for the incoherent intensity. Re-
gardless of how the density varies within the ensonified vol-
ume,

� drD4�r̂�W2�r,t�n�r�

is the average number of particles in the volume. Therefore,
the incoherent intensity is proportional to the total number of
particles in the volume, as expected. For the coherent inten-
sity the situation is quite different. If the density is slowly
varying or constant within the ensonified volume the coher-
ent intensity is proportional to

��
V�t�

drn�r�e2ik0r�2

� n2��
V�t�

dre2ik0r�2

giving essentially zero for the reason discussed in the Intro-
duction. On the other hand, if all the particles add coherently
then the phase term in Eq. �21� is a common multiplier and
we have

��
V�t�

drn�r�e2ik0r�2

� n2V2�t� ,

the incoherent intensity is then proportional to the square of
the number of particles in the ensonified volume.
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IV. ADVECTION BY TURBULENT VELOCITY FLOW

The underwater plumes of interest to us are always tur-
bulent. The particle density n�r� is a passive scalar advected
by the turbulent velocity flow. We assume n�r� can be written
as an average part and a part that fluctuates because of the
turbulence

n�r� = nmean�r� + �n�r� . �22�

If we let ¯� indicate the average over the turbulent fluctua-
tions in the plume, we have n�r��=nmean�r� and, for homo-
geneous turbulence,

�n�r��n�r��� = �nrms
2 � dq��q�exp�iq · �r − r��� �23�

where � is the power spectral density for the particle density,
normalized so that

1 =� dq��q� . �24�

For homogeneous, isotropic turbulence, ��q�=���q��=��q�.
�We will return to the assumptions that the turbulence is
homogeneous and isotropic.� An average over the turbulent
fluctuations of the incoherent intensity gives

II�t�� =
�C�2

c�
vrms

2 �t�nmean�t��
V�t�

drD2�r̂�W�r,t� , �25�

where we assume nmean �and �nrms below� depends on the
ensonified volume as a whole and move it outside the inte-
gral over V just as with vrms and vave. For the coherent in-
tensity, we have

IC�t�� =
�C�2

c�
vave

2 �t�	nave
2 �t���

V�t�
dre2ik0r�2

+ �
V�t�

dr�
V�t�

dr�e2ik0�r−r���n�r��n�r���
 . �26�

The first term can be ignored. In terms of the spectrum,
we have

IC�t�� =
�C�2

c�
vave

2 �t��nrms
2 �t� � dq��q��I�q��2, �27�

where

I�q� � �
V�t�

dr exp�ir�q · r̂ + 2k0�� . �28�

We have the expected result that the incoherent intensity de-
pends on the average particle density and the coherent inten-
sity depends on the covariance of the particle density. In
Appendix B we show that, for a high-Q sonar, �I�q��2 is
sharply peaked at the Bragg wave number q=2k0. This is not
surprising because if q�2k0, I�q� would be an integral of a
phase term over many cycles of its variation. We write there-
fore

IC�t�� �
�C�2

c�
vave

2 �t��nrms
2 �t���2k0� � dq�I�q��2

= �2��3
�C�2

c�
vave

2 �t��nrms
2 �t���2k0�

��
V�t�

drD2�r̂�W�r,t� . �29�

This expression, which relates the temporal variation of the
coherent intensity at the carrier frequency to the spatial
variation of the turbulent spectrum at the Bragg wave num-
ber, 2k0, is usually called the Bragg scattering condition. In
laboratory studies it has been the basis for constructing the
turbulent spectrum from acoustical data for a laminar ther-
mal plume29 as well as for turbulent and transitional thermal
plumes.30 Such inversions require conducting measurements
at different Bragg wave numbers, i.e., at different scattering
angles, something that is not easily done in the ocean.

The total, averaged intensity can be written in terms of
the ratio of the coherent intensity to the incoherent one, ,

I�t�� = II�t�� + IC�t�� = II�t���1 + � , �30�

where

 = �2��3	�nrms�t�
nmean�t�

vave�t�
vrms�t�


2

nmean�t���2k0� . �31�

We have the remarkable result that for a high-Q sonar and
within the framework of our approximations, the ratio of the
coherent intensity to the incoherent one is completely inde-
pendent of the characteristics of the sonar and depends only
on the characteristics of the plume.31

If we are willing to make a few general assumptions,
which are likely to be valid for many ocean plumes, we can
develop this expression even further. The outer scale, L, in
the turbulent flow corresponds to the size of the largest co-
herent structures �eddies� in the flow and for plumes this size
corresponds to the linear dimension of the area through
which the plume material is injected into the ocean. As an
example, for a black smoker hydrothermal plume it would
correspond to the diameter of the vent orifice. Since the
Bragg wavelength, �B, for a typical plume-imaging sonar is
of the order of 1 cm, the outer scale will likely be greater
than the Bragg wavelength by at least an order of magnitude.
In most geophysical turbulent flows, the Reynolds number,
Re, will be large enough so that the inner scale, l, obtained
from the relation l=L / �Re�3/4, will be very small in compari-
son to the Bragg wavelength. Therefore, the Bragg wave-
number is likely to be well within the inertial subrange.

Even though the geometry of a typical ocean plume does
not suggest the turbulence should be isotropic, the cascade
process from large scales to smaller ones within the inertial
subrange is predominantly isotropic �for a discussion see
Bradshaw32�. In obtaining the estimates we seek, we can as-
sume this local isotropy assumption is valid even though it is
known not to be strictly correct �see, e.g., Ref. 33�. In the
same vein, we will assume the transport by the mean flow is
so much greater than the transport by the Reynolds stresses
that the turbulence can be considered homogeneous. From
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these assumptions follow the use of a simple Kolmogorov
universal spectrum, ��q��1 /q11/3 in the region of the Bragg
wavenumber.

For a model spectrum, we use a modification of the one
developed by Duda and co-workers that has been found to be
useful in several different applications.34–36 Specifically,

��q� = N qL
2/3

4��q2 + qL
2�11/6

q2

q2 + qL
2 , ql � q � qL, �32�

where qL=2� /L and ql= �Re�3/4 qL and N is a normalization
factor close to unity. �A good approximation is N=1.016
+1.55 /�Re.� In calculating this normalization factor, we
have assumed the integral over q in Eq. �24� extends from qL

to ql since the physical spectrum must drop significantly out-
side of this wavenumber range. A stated advantage of the
model of Duda and co-workers is that it matches the Batch-
elor spectrum in the viscous-convective subrange where q
�ql and has a diffusive roll-off. Since we are assuming the
Bragg wavenumber is much less than the inner-scale wave-
number, these considerations are not significant for us. We
have

��kB� = N �qL/kB�2/3

4��1 + �qL/kB�2�17/6
1

kB
3 , �33�

where, again, kB=2k0 is the Bragg wavenumber. Collecting
expressions

 = 2�2N	�nrms�t�
nmean�t�

vave�t�
vrms�t�


2 �qL/kB�2/3

�1 + �qL/kB�2�17/6
nmean�t�

kB
3 .

�34�

V. BLACK SMOKER HYDROTHERMAL PLUMES

As an application of Eq. �34�, we consider acoustical
imaging of black smoker hydrothermal plumes. Immediately
above the vent orifice there is a transition region of height of
about 0.25–0.5 m where both laminar and turbulent flows
exist. Beyond this region the turbulence is fully developed.
The outer scale, L, corresponds to the diameter of the vent
orifice. According to Converse et al.25 orifice diameters
range from 2 to 8 cm. The outer scale wavenumber, qL

therefore varies from 0.79 to 3.1 cm−1. Little et al.37 esti-
mated the Reynolds number in this region of the plume to be
about 4�104. For the inner scale, we have ql

=2200–8800 cm−1. For typical plume-imaging sonars hav-
ing carrier frequencies from 150 to 300 kHz, the Bragg
wavenumber varies from 1.6 to 25.1 cm−1. Therefore, the
Bragg wavenumber is well within the inertial subrange �see
Fig. 1�. This would be the case even if the Reynolds number
were a factor of 10 smaller. With this value for the inner
scale, the normalization factor, N, is 1.02.

The dynamic processes that take place within the plume
are so rapid and the velocities so large, we can think of no
mechanism that would lead to a particle size distribution
dependent on location within the plume. The particles are
almost surely well mixed until the plume has aged and risen
hundreds of meters to near the depth of neutral buoyancy. At
that stage the particle volume distribution might change be-

cause of differential settling of the larger �heavier� particles.
We shall assume, therefore, that the fraction of particles hav-
ing volumes between v and v+dv is the same throughout the
turbulent plume, i.e., n�r ,v�dv /n�r� is independent of r. It
follows vave and vrms do not depend on the location of the
volume ensonified by the sonar.

As discussed in that Ref. 19 the particles in the black
smoker plumes at 21°N on the East Pacific Rise possess a
bimodal size distribution, a major fraction has radii less than
5� and a minor fraction has radii between 15� and 35�. We
take 15� for the average radius, which is also the value taken
by Converse et al.25 With the simple flat distribution used in
Ref. 19, we find vave /vrms�0.63.

Close to the orifice Palmer and Rona19 estimated nmean

�30 particles /cm3. The concentration is, of course, reduced
as the plume ages and rises in the water column. List38 pa-
rametrized the mean values of fluid properties and species
concentrations using experimental data and self-similarity ar-
guments for submerged turbulent jets, turbulent plumes, and
forced plumes and found near the axis of the plume and
beyond the initial transition region, which for a black smoker
plume corresponds is less than about 0.5 m, that
�nrms /nmean�0.15–0.29 depending on specifics.

For the range of values for the various parameters dis-
cussed above we have, using Eq. �34�,39

 � 3.36 � 10−5 – 3.40 � 10−3. �35�

We find the coherent component is less than 1% of the inco-
herent component and can be ignored. The implication of
this is that it is safe to assume in remote sensing applications
that the backscattered intensity is proportional to the particle
density multiplied by the volume being ensonified by the
sonar.

FIG. 1. Model spectra versus wave number. The solid lines are plots of the
Duda and co-workers turbulent spectrum model for outer scales of 2 and
8 cm. The thin curved dashed line is the spectrum ��q��1 /q11/3 for an
outer scale of 8 cm. The vertical dashed lines indicate the range of Bragg
wavenumbers for a typical high-frequency imaging sonar. This plot illus-
trates the Bragg wavenumber is well within the inertial subrange and that
there is very little difference between the Duda model and the simple 1 /q11/3

model at the Bragg wavenumber.
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VI. DISCUSSION

In this paper, we have developed an expression for the
ratio of the coherent intensity to incoherent intensity for scat-
tering from a plume of particles in the ocean assuming the
coherent intensity is the result of Bragg scattering from tur-
bulent fluctuations in the particle density. For some remote
sensing applications, it is necessary that the coherent inten-
sity be insignificant. While we use a realistic model for a
high-Q pulsed sonar, it turns out the ratio does not depend on
the characteristics of the sonar but only on those of the par-
ticles in the plume and those of the turbulence. As an appli-
cation, we consider scattering from deep-ocean, black
smoker hydrothermal plumes. We chose values for the pa-
rameters involved that characterize the central core of the
plume where the coherent intensity is likely to be as large as
possible. While all the values we take for the parameters can
be questioned, it would be difficult to pick realistic values
that would lead to a significant coherent component. The fact
the coherent component is small perhaps is not surprising.
The only particles that contribute to the coherent component
are those that have a certain spatial relationship to one an-
other, determined by the Bragg wavelength. Since the Bragg
wavelength lies in the region where the spectrum has the
��q��1 /q11/3 shape, there is nothing special or preferred
about the Bragg wavelength. Consequently, only a small
fraction of particles contribute to the coherent intensity.

This work assumes the scattering is in the Rayleigh scat-
tering region where the wavelength of the acoustic field is
much larger than the dimensions of the scatterer. The analy-
sis can be generalized to other types of scattering, however.
Suppose in Eq. �A13�, the scattering amplitude is replaced by

� f��i
�1�,�i

�2�, . . . ,�i
�k�,cos �i�

where the set ���1� ,��2� , . . . ,��k�� characterizes the scattering
properties of the particles. Then a configuration consists of
specifying the positions and the values of the �’s for each of
the particles

Configuration

= �r1,r2, . . . ,rN��1
�1�,�2

�1�, . . . ,�N
�1���1

�2�,�2
�2�, . . . ,�N

�2�� . . . � .

Ensemble averaging of the incoherent and coherent intensi-
ties gives

II�t� � �
V�t�

dr�rms
2 �r�D2�r̂�W�r,t�n�r�

and

IC�t� � ��
V�t�

dr�ave�r�n�r�e2ik0r�2

,

where

�rms
2 �r� =

1

n�r� � n�r,��1�,��2�, . . . ,��k��

�� f0

2 ���1�,��2�, . . . ,��k�,− 1�d��1�d��2� . . . d��k�,

�ave�r� =
1

n�r� � n�r,��1�,��2�, . . . ,��k��

�� f0
���1�,��2�, . . . ,��k�,− 1�d��1�d��2� . . . d��k�,

where n�r ,��1� ,��2� , . . . ,��k�� is the obvious generalization of
n�r ,v�. We would then end up with vave /vrms in Eq. �34�
replaced with �ave /�rms.

In this paper, we are assuming the mean particle density,
nmean, is slowly varying over distances that characterize the
size of the ensonified volume. This seems to be a reasonable
assumption. It is worth noting, however, that if it is not valid,
the mean density cannot be estimated using acoustics. On the
other hand, the fluctuation in density, �nrms, has spatial scales
ranging from the outer scale to the inner scale. If this iden-
tification of spatial scales is valid, the mean density only
contributes to the incoherent intensity and the fluctuation
only to the coherent intensity. The implication of the coher-
ent intensity, due to turbulence, being much smaller than the
incoherent one is that turbulence can be completely ignored
when modeling the backscattering. One needs only to con-
sider the mean density. This result has only been demon-
strated for single scattering, however. It is not clear that one
can ignore the turbulence when calculating multiple scatter-
ing effects.
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APPENDIX A: BACKSCATTTERED INTENSITY

In this appendix, we develop the expression for the pres-
sure wave backscattered from a plume of particles in the
ocean using a high-Q, pulsed sonar. Our approach is to
model the transmitter in terms of a source term in the wave
equation. Its vibrating surface is then represented by restrict-
ing the source term to a compact planar surface using a delta
function.

We consider first the transmitted wave. Let ptrans�x , t� be
the pressure wave that propagates from the sonar transmitter.
In a homogeneous, unbounded ocean without absorption
ptrans is a solution to the equation

��2 −
1

c2�t
2�ptrans�x,t� = − S�t�J�x� . �A1�

Here c is the �constant� speed of sound, S�t� characterizes the
temporal properties of the transmitted wave, and J�x� char-
acterizes its spatial properties. The solution to Eq. �A1� is
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ptrans�x,t� =
1

4�
� dy

J�y�
�x − y�

S	t −
1

c
�x − y�
 . �A2�

It is convenient to indicate locations referenced to xS, the
position of the center of the active element of the transmitter.
That is, we write ptrans�r , t� rather than ptrans�x , t� here r=x
−xS. If � is the vector from the center of the transmitter to
the active differential element d�, in the far field, where r
��x−xS�� ���, we have

ptrans�r,t� =
1

4�r
� d�J���S	tret +

� · r̂

c

 , �A3�

where r̂=r /r and tret= t−r /c is the retarded time.
We consider a coordinate system fixed in the active el-

ement of the transmitter and having unit vectors êaxis, êtop,
and êlat, where êaxis is directed along the axis of the beam of
the transmitter. We write �=�aêaxis+��, where �� is the
two-dimensional vector ��=�têtop+�lêlat. For a transmitter
containing a planar active element, the only type we will
consider, we have

J��� = ���a�j���� . �A4�

We take the function j to be an even, non-negative function
of �� normalized so that

� d��j���� =� d�t� d�l j���� = 1

A narrow-band cw pulse corresponds to

S�t� = E�t�sin�2�fo�t − t0�� , �A5�

where fo is the carrier frequency and t0 is the time a given
pulse is radiated. The slowly-varying envelope function E
vanishes for t� t0 and t� t0+�. The Q of the pulse is defined
by the relation Q= fo�. Typically Q�1. It is useful in what
follows to normalize both S and E by root-mean-square val-

ues, S̃�t�=S�t� /Srms and Ẽ�t�=E�t� /Erms. Summarizing

ptrans�r,t� =
Srms

4�r
� d��j����S̃	tret +

�� · r̂

c

 . �A6�

The Fourier transform of the transmitted pressure and the

function S̃ are defined by the expressions

ptrans�r,t� = �
−�

�

pf
trans�r�exp�− 2�if�t − t0��df �A7�

and

Ŝ�t� = �
−�

�

Ŝf exp�− 2�if�t − t0��df . �A8�

Sound absorption by the medium is described using a
frequency-dependent attenuation coefficient ��f�. It can be
introduced through the replacement

pf
trans�r� → 10−��f�r/20pf

trans�r� .

The Fourier transform of ptrans can be written as

pf
trans�r� = Srms10−�r/20exp�ikr�

4�r
S̃fDf�r̂� , �A9�

where k�2�f /c and Df is the beam pattern:

Df�r̂� � � d��j����exp�− ik�� · r̂� . �A10�

We consider next the scattered wave. At the point and
time of recording, defined by the position vector r and t, the
total pressure wave, ptot, can be written in the form

ptot�r,t� = ptrans�r,t� + �
i

pi
scat�r,t� . �A11�

The contribution pi
scat�r , t� is the scattered pressure wave that

propagates from the ith particle to the reception point at �,
arriving at time t and the sum is over all the particles. The
contribution ptrans is the pressure wave that propagates di-
rectly from the sonar transmitter to the point of recording.

The scattered wave pi
scat depends not only on the loca-

tion of the recording point and the time of arrival but also on
the ith particle’s location, volume vi, specific bulk e, and
specific density h. The values for e and h are common to all
the particles in the type of plume we are considering. We
assume the ith particle can be considered stationary at ri

during the time of passage of the pulse.
The Fourier transform of pi

scat is defined by

pi
scat�r,t� = �

−�

�

pi
scat�r, f�exp�− 2�if�t − t0��df . �A12�

The scattered wave is linearly related to the transmitted
wave, evaluated at the position of the particle. We have

pi
scat�r, f� = pf

trans�ri�� f�vi,cos �i�
exp�ik�r − ri��

�r − ri�
10−�r−ri���f�/20,

�A13�

where pf
trans�ri� is given by Eq. �A9� with r replaced with ri

�i.e., r=x−xS replaced by ri=xi−xS�. Equation �A13� actu-
ally defines the scattering amplitude � f�vi ,�i�. The quantity
�i is the scattering angle, given by the expression cos �i

= r̂i · �r−ri� / �r−ri�. In writing Eq. �A13�, we have accounted
for attenuation of the pressure wave as it propagates from the
ith particle to the point of recording.

For Rayleigh scattering, we have

� f�v,cos �� = −
k2v
4�

� c − 1

c
−

3�h − 1�
2h + 1

cos �� . �A14�

We now consider the received wave. The reception point
is given by r=d+�, where d is the position vector of the
center of active element of the receiver and � is a vector to
some infinitesimal portion of the active element of the re-
ceiver. It is analogous to �. The pressure waves sensed by
the infinitesimal active elements of the receiver are coher-
ently added at any instant to form the received pressure wave
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prec�t� =� d�J����ptot�d + �,t� . �A15�

The function J� describes how the infinitesimal active ele-
ments are weighted in forming the received pressure. We
introduce an additional coordinate system with its center at
d=0 and having unit vectors êaxis� , êtop� , êlat� such that the ac-
tive element of the receiver is along êaxis� , with êaxis� directed
into the ocean. Therefore,

J���� = ���a�j����� , �A16�

where �=�aêaxis� +�� with ��=�têtop� +�lêlat� . We take the
function j� to depend on �� in the same way as j to depends
on ��. The direct arrival ptrans is eliminated from ptot in a
well-designed experiment. So

prec�t� =� d��j������
i

pi
scat�d + ��,t� .

The Fourier transform is

pf
rec =� d��j������

i

pi
scat�d + ��, f� .

With Ri�ri−d, where �����Ri for all �� of interest, we
have

pf
rec = �

i

pf
trans�xi�� f�vi,cos �i�10−Ri��f�/20exp�ikRi�

Ri
Df��R̂i� ,

where Df� is the beam pattern of the receiver

Df��R̂i� =� d��j�����exp�− ik�� · R̂i� .

Collecting expressions gives

pf
rec =

SrmsŜf

4�
�

i

� f�vi,cos �i�10−��f�r̄i/10

�
exp�2ikr̄i�

riRi
Df�r̂i�Df��R̂i� , �A17�

where r̄i= �ri+Ri� /2 and cos �i=−r̂i · R̂i.
We assume �as is customary� several of the quantities in

Eq. �A17� are so slowly varying across the bandwidth that
they can be approximated by their values at the carrier fre-
quency. They are the scattering amplitude, i.e., the k2 multi-
plier, the attenuation coefficient, and the beam patterns.

� f�v,cos �� � � f0
�v,cos �� � ��v,cos ��,

��f� � ��f0� � � ,

Df�r̂i� � Df0
�r̂i� � D�r̂i�, Df��R̂i� � Df0

� �R̂i� � D��R̂i� .

In the time domain, we then have

prec�t� =
Srms

4�
�

i

D�r̂i�
10−�r̄i/10

riRi
��vi,cos �i�D��R̂i�

�S̃	t − t0 −
2r̄i

c

 .

For the narrow-band, cw pulse we are considering we
can construct the quadrature components in the usual way
and from them the complex demodulated pressure

prec = �2ci�/2Srms

4�
�

i

D�r̂i���vi,cos �i�
10−�r̄i/10

riRi

�D��R̂i�Ê	t − t0 −
2r̄i

c

exp�2ik0r̄i� . �A18�

This procedure is equivalent to stating that the physical pres-
sure is the real part of a quantity involving the complex
demodulated pressure, i.e., prec=Re�prec exp�−2�if0�t− t0���.

If the wave scattered by the ith particle is to significantly
contribute to the pressure recorded at time t, it must be
within the sonar’s ensonified volume at an earlier time, t less
the time it takes for the wave to travel from the particle to the
receiver. The location and shape of the ensonified volume
depend on the orientation and characteristics of the active
elements of the sonar transmitter and receiver as well as the
time of reception. We let tC be the time it takes for the trans-
mitted wave to reach the center of the ensonified volume.
The time interval tC will depend on t. For example, a mono-
static sonar has a center located at r�C�t�= �1 /2�c�t− t0�êaxis

relative to the sonar transmitter and the time it takes for the
transmitted wave to reach the center of the ensonified vol-
ume is tC�t�= �t− t0� /2. If the ith particle is to contribute to
the pressure recorded at time t, it must be within the ensoni-
fied volume as it existed at time tC�t�. For narrow-beam
pulsed sonars, the linear dimensions of the ensonified vol-
ume are always small compared to the distances from the
sonar elements to the center of the ensonified volume. That
is, with RC=rC−d, we have �ri−rC��rC and �Ri−RC��RC.
This allows us to replace ri and Ri in the spreading and
absorption loss terms with rC and RC, respectively, and

cos �i with cos �C=−r̂C · R̂C. Equation �A22� becomes

prec�t� = C�t��
i

viD�r̂i�D��R̂i�Ê	t −
2r̄i

c

exp�2ik0r̄i� ,

�A19�

where we have introduced

C�t� � �2e−i�/2Srms	10−�r̄C/20k0

4��rCRC

2	 e − 1

e
+

3�h − 1�
2h + 1

cos �C

�A20�

and r�C��rC+RC� /2 to simplify the notation. This coefficient
depends on the time of recording, t, since rC and RC depend
on this time.

Finally, we perform a running average over an interval
of time equal to the pulse width and starting at time t− t0,

P�t� =
1

�
�

t−t0

t−t0−�

prec�t��dt�

= C�t��
i

viD�r̂i�D��R̂i�W�r̄i,t�exp�2ik0r̄i� �A21�

where
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W�r,t� =
1

�
�

t−t0

t−t0+�

Ẽ	t� −
2r

c

dt� �A22�

defines a range gate.
We now restrict the discussion to a monstatic sonar, i.e.,

one for which the transmitter serves also as the receiver. For
such a sonar, RC=rC, ri=Ri so r̄i=ri. Also �C=�, and

D��R̂i�=D�r̂i�. The pressure is then given by Eq. �1� with

C�t� = �2e−i�/2Srms	10−�rC�t�/20k0

4�rC�t� 
2	 e − 1

e
−

3�h − 1�
2h + 1


 .

�A23�

APPENDIX B: THE INTEGRAL I

Equation �28� can be written as

I = �
0

�

r2drW�r,t�exp�2irk0�T1�rq� , �B1�

with

T1�rq� � �
0

�

sin 	d	�
0

2�

d
D2�r̂�exp�irq · r̂� . �B2�

Let L be the characteristic dimension of the active element of
the transducer �not to be confused with the outer scale of
turbulence in the body of the paper�. So j����=0 for ����
�L. Let ��=�� /L then

T1�rq� = L4� d��j�L��� � d��� j�L��� ��
0

�

sin 	d	

��
0

2�

d
 exp�ik0�rq/k0 − L��� + ��� �� · r̂�

�B3�

Using the well-known relation

�
0

�

sin 	d	�
0

2�

d
 exp�ia · r̂� = 4�
sin�a�

a
,

we have

T1�rq� = 4�L4� d��j�L��� � d��� j�L��� �

�
sin�k0�rq/k0 − L��� + ��� ���

k0�rq/k0 − L��� + ��� ��
.

In this expression, �q /k0� and ���+��� are of order unity and
r�L. Therefore, as is usually done in other contexts, we
replace the denominator with rq and keep terms linear in L in
the argument of the sine function

sin�k0�rq/k0 − L��� + ��� ���
k0�rq/k0 − L��� + ��� ��

�
1

rq
sin�rq − Lk0q̂ · ��� + ��� ��

so, approximately,

T1�rq� =
4�

rq
� d��j����

�� d��� j���� �sin�rq − k0q̂ · ��� + ��� �� .

Using the symmetry of the j-functions, we can write this as

T1�rq� = 4�
sin�rq�

rq
� d��j����

�� d��� j���� �exp�− ik0q̂ · ��� + ��� ��

= 4�
sin�rq�

rq
D2�q̂� . �B4�

We have

I�q� =
4�

q
D0

2�q̂�T2, �B5�

with

T2 = �
0

�

rdrW�r,t�exp�2irk0�sin�rq� . �B6�

With a change in variable r=c���t− t0� /�+x� /2, we have

T2 = 	 c�

2

2

exp�ik0c�t − t0��

��
−1

1 	 t − t0

�
+ x
dxW	 c�

2
	 t − t0

�
+ x
,t


�exp�ik0c�x�sin	 cq

2
�t − t0 + �x�
 . �B7�

Since t− t0��, this can be approximated with

T2 = 	 c�

2

2	 t − t0

�

W	 c

2
�t − t0�,t
exp�ik0c�t��

� �
−1

1

dx exp�ik0c�x�sin	 cq

2
�t − t0 + �x�


= −
1

2i
	 c�

2

2	 t − t0

�

 � W	 c�t − t0�

2
,t


�exp�2�icf0�t − t0�	1 −
q

2k0

�

�
sin 2�Q�1 − q/2k0�

�Q�1 − q/2k0�
. �B8�

A term proportional to

sin 2�Q�1 + q/2k0�
�Q�1 + q/2k0�

has been ignored since it makes a negligible contribution
because q and k0 are non-negative. Collecting expressions
gives
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�I�q��2 = 	4��t − t0�
q�


2	 c�

2
D�q̂�
4

W2	 c

2
�t − t0�,t


�	 sin 2�Q�1 − q/2k0�
2�Q�1 − q/2k0� 
2

. �B9�

Since Q�1, this expression is sharply peaked at the Bragg
wavenumber q=2k0 as advertised.
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Receptions, from a ship-suspended source �in the band 50–100 Hz� to an ocean bottom
seismometer �about 5000 m depth� and the deepest element on a vertical hydrophone array �about
750 m above the seafloor� that were acquired on the 2004 Long-Range Ocean Acoustic Propagation
Experiment in the North Pacific Ocean, are described. The ranges varied from 50 to 3200 km. In
addition to predicted ocean acoustic arrivals and deep shadow zone arrivals �leaking below turning
points�, “deep seafloor arrivals,” that are dominant on the seafloor geophone but are absent or very
weak on the hydrophone array, are observed. These deep seafloor arrivals are an unexplained set of
arrivals in ocean acoustics possibly associated with seafloor interface waves.
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I. INTRODUCTION

The Long-Range Ocean Acoustic Propagation Experi-
ment �LOAPEX� was carried out in the North Pacific Ocean
between 10 September and 10 October 2004 �Mercer et al.,
2005, 2009, 2006�. Two goals of LOAPEX were to under-
stand the role of bottom interaction in long-range, low-
frequency acoustic propagation, and to understand the physi-
cal mechanisms responsible for the so-called “deep shadow
zone arrivals” observed by Dushaw et al. �1999�. Deep
shadow zone arrivals occur when acoustic energy is scattered
vertically many wavelengths below a turning point �Van
Uffelen et al., 2008, 2009, 2006� and examples will be
shown below. The 2004 LOAPEX experiment was well
suited to address these issues in three respects. First, broad-
band acoustic transmissions �in the band 50–100 Hz� were
simultaneously received on a pair of vertical hydrophone ar-
rays spanning 3500 m of the water column and on four
ocean bottom seismometer/hydrophones �OBS/Hs�. The pri-
mary receiver was a deep vertical line array �DVLA� con-
sisting of 60 hydrophones from nominal depths of
2150–4270 m �Worcester, 2005�. A shallow vertical line ar-
ray was deployed about 5 km west of the DVLA and con-
sisted of 40 hydrophones at nominal depths from
350 to 1750 m. The four OBS/Hs rested on the seafloor and
were located about 2 km west, north, east, and south of the
DVLA. Second, the seven ship-suspended source locations
varied from 50 to 3200 km from the DVLA �labeled T50,
T250, etc.� so that the evolution of the shadow zone arrivals

with range could be observed. Finally, at each source station
signals were transmitted over intervals from 9 to 34 h so that
the acoustic sensitivity to oceanic processes with time scales
on the order of minutes to hours could be addressed.

II. THE EXPERIMENT

A. Sources

The acoustic source was suspended at depths of 350,
500, or 800 m and transmitted primarily phase-coded
M-sequences �short for “binary maximal-length sequences”
�Munk et al., 1995�� with a bandwidth from about
50 to 100 Hz. Each M-sequence lasted approximately
30 seconds and sequential transmissions lasted for periods of
20 to 80 min. The source parameters and transmission
schedule are given in Mercer et al. �2009�. For simplicity in
this paper results are shown only for phase-coded
M-sequences with a 68.2 Hz carrier frequency and a 2 cycle
per digit code modulation rate �henceforth referred to as
M68.2 sequences� with the source at 350 m depth for ranges
from 250 to 3200 km �only six combinations of source
range, source depth, and transmission format from over 20
possible permutations� �Fig. 1 and Table I�. Broadband
source levels in this case were about 194 dB re 1 �Pa at 1 m
as derived from the sound pressure level measured at a moni-
toring hydrophone �Mercer et al., 2005�.
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B. Receivers

In this report a preliminary comparison of the vertical
component geophone data �responding to vertical particle ve-
locity� from the south OBS/H on the seafloor �at 4973 m
depth� with data from the deepest DVLA hydrophone
�4250 m depth� �only two receiver channels from over 100
available� is presented. These are labeled OBS-S-Geo and
DVLA-L20-Hyd, respectively.

C. Processing

Pulse-like arrivals with improved resolution �27 ms in
time, 40 m in range� and signal-to-noise ratio �SNR� were
obtained by replica correlation �also called matched filtering
or pulse compression, see Munk et al., 1995� applied to in-
dividual received sequences. Sequences were not summed

together prior to the replica correlation. The SNR was further
improved by incoherently stacking the magnitude of the
replica-correlated traces. The magnitude of the traces was
simply summed without regarding the phase of the complex
output of the correlation process. The durations of the trans-
missions at each station and the number of acceptable se-
quences that were included in the stacked traces for OBS-S-
Geo and DVLA-L20-Hyd are given in Table II. A discussion
of the processing, with examples, and comparisons with
other analyses being carried out on the LOAPEX data set is
given in Stephen et al. �2008�.

D. Bathymetry

The locations of the sources and receivers discussed in
this paper are given in Table I and are shown, overlain on
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FIG. 1. The locations of the sources
and receivers discussed in this paper
are shown on a map of the North Pa-
cific with the satellite-derived bathym-
etry �Smith and Sandwell, 1997�. The
geodetic lines from all of the transmis-
sion stations to the DVLA and South
OBS coincide within 2 km �Fig. 2�.
The bathymetry along this geodetic
line is shown as a function of longi-
tude in the lower figure where the
source and receiver longitudes are
given as red dots. The bathymetry
along this geodetic line is deeper than
4400 m everywhere.

TABLE I. Source and receiver locations for the data presented in this paper.

Latitude Longitude

DVLA-L20-Hyd 33° 25.1� N 137° 40.9� W
OBS-S-Geo 33° 23.9� N 137° 41.0� W

T250 33° 52.2� N 140° 19.4� W
T500 34° 14.9� N 142° 52.9� W

T1000 34° 51.9� N 148° 16.8� W
T1600 35° 17.1� N 154° 57.0� W
T2300 35° 18.8� N 162° 38.9� W
T3200 34° 37.9� N 172° 28.4� W

TABLE II. Approximate elapsed times and the number of acceptable se-
quences �NN�OBS and NN�DVLA for OBS-S-Geo and DVLA-L20-Hyd,
respectively� used for the stacked traces in Figs. 4 and 5.

Elapsed time
�h� NN�OBS NN�DVLA

T250 9 421 27
T500 15 690 480

T1000 34 1345 1080
T1600 28 975 930
T2300 14 606 576
T3200 15 599 576
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satellite-derived bathymetry �Smith and Sandwell, 1997�, in
Fig. 1. The transmitting stations were chosen so that they fall
on the same geodetic line from the DVLA. The ocean depth
as a function of longitude along the geodetic is given at the
bottom of Fig. 1. The bathymetry is deeper than 4400 m
everywhere along this geodetic line. There was a slight offset
between the South OBS/H and the DVLA, but the geodetic
lines to each are within 2 km �Fig. 2�. Swath bathymetry was
acquired during the experiments in 2004 from the DVLA out
to T1000 �Worcester, 2005�. At the resolution of the bathym-
etry in Fig. 1 there are no new features across the swath,
about 2 km either side of the geodetic line to the DVLA.

Figure 2 shows the swath bathymetry within about
10 nm of the DVLA. There are four hills, all deeper than
4000 m, that could conceivably play a role, via horizontal
refraction and bottom interaction, in the arrival structure at
OBS-S-Geo.

E. Sound speed profiles

Figure 3 shows the sound speed profiles based on con-
ductivity temperature-depth �CTD� casts acquired at the
transmission stations during the 2004 experiment �Mercer et
al., 2005�. The maximum and minimum bounds of the sound

speed profiles from the World Ocean Atlas �Antonov et al.,
2006; Locarnini et al., 2006�, that were used for the PE mod-
eling below, are overlain for comparison.

F. Parabolic equation „PE… modeling

To aid in the interpretation of the records, as a prelimi-
nary step, the observations are compared to PE model pre-
dictions �Collins and Westwood, 1991� based on range-
dependent bathymetry from Smith and Sandwell �1997� and
sound speed profiles from the 2005 World Ocean Atlas. Spe-
cifically the RAMGEO program �Collins, 1993� was used to
synthesize the model records. This is a wide-angle energy-
conserving Padé PE propagation model. Internal waves were
not included in these models. Any internal wave scattering
would generate the Z-waves �discussed below� �Van Uffelen
et al., 2009� and not the S-waves, so including them would
not offer a likely explanation for the S-waves.

Initially the PE modeling consisted of two strategies.
The first strategy was compressional wave modeling without
bottom interaction �keep the bottom properties the same as
the water above it but add strong attenuation so that no en-
ergy is returned from the seafloor or sub-seafloor�. This strat-
egy, without including bottom interaction, has successfully
predicted long-range, ocean acoustic propagation in the past
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FIG. 2. The swath-mapped bathym-
etry within about 10 nm of the DVLA
�Worcester, 2005� shows bottom fea-
tures, as shallow as 4000 m, that may
contribute to the arrival structure dis-
cussed in this paper. The geodetic lines
to the source locations are shown as
red lines. The sources were positioned
to lie on the same geodetic line to the
DVLA. Propagation paths to the
DVLA and OBS-S are coincident
within 2 km.
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using a variety of methods �Colosi et al., 2005; de Groot-
Hedlin et al., 2009; Dushaw et al., 1999; Heaney
et al., 1991; Van Uffelen et al., 2009; Wage et al., 2005; Xu,
2007�. This seemed like a good initial strategy since bathym-
etry along the whole 3200 km long geodetic is everywhere
deeper than 4400 m and for most of the propagation path is
deeper than 5000 m �Fig. 1�.

The second strategy was compressional wave modeling
with bottom interaction. In this case the model is about
12 km thick. The seafloor consisted of �i� a 20 m thick layer
of homogeneous sediment with Vp=1.6 km /s and attenua-
tion of 0.01 dB /m at 70 Hz �all attenuation values are from
Hamilton �1976�, although better values for sediments have
been recommended in more recent papers �Bowles, 1997;
Kibblewhite, 1989; Mitchell and Focke, 1980��, �ii� a 2 km
thick layer of basalt with a gradient in P-wave speed from
4.0 to 6.8 km /s and attenuation of 0.0025 dB /m, �iii� a
4 km thick layer of gabbro with a gradient in P-wave speed
from 6.8 to 8.1 km /s and attenuation of 0.0025 dB /m, and
�iv� a homogeneous half-space for the mantle at 8.1 km /s
and attenuation of 0.0025 dB /m. Density in the sediments
�mostly pelagic clay� is given by: density �g /cc�=1.35
+ �1.80−1.35� /300�depth �m� �Hamilton, 1976�. For the
igneous rocks density is related to compressional sound
speed by: density �g /cc�=1.91+0.158Vp �km /s� �Swift et
al., 1998�.

Neither explicit seafloor roughness �distinct from the
large-scale range-dependent bathymetry� nor shear wave
properties in the bottom were included in the PE models. The
point of this paper is that the arrival structure on the seafloor
geophone is distinctly different from the arrival structure on
a hydrophone 750 m above the seafloor. Future analysis will
include modeling that considers the additional elastic waves
�shear and interface waves� and scattering from seafloor

roughness and sub-seafloor heterogeneity �Collins, 1989,
1991; Stephen and Swift, 1994; Swift and Stephen, 1994;
Wetton and Brooke, 1990�.

III. ARRIVAL CLASSES

The results of the preliminary analysis show that the
arrival structure in the seafloor data has similarities and dif-
ferences from the arrival structure on the DVLA. In particu-
lar, the first arrivals on the OBS/H geophone and the deepest
DVLA hydrophone correspond to energy in the first deep
arriving path predicted by the PE model. In addition, some of
the later arrivals correspond to energy leaking from shal-
lower turning points above the receiver; these are the so-
called shadow zone arrivals previously described. Impor-
tantly, some of the later arrivals on the geophone record are
not observed in the DVLA or model records. These “deep
seafloor” arrivals therefore do not correspond to any previ-
ously recognized oceanic propagation path. These signals
are, however, often the largest events observed on the deep
seafloor at long ranges �up to 3200 km�.

All of the model results and data in both Figs. 4 and 5,
described below, correspond to M68.2 sequence transmis-
sions at 350 m depth. The data traces in both figures were
computed by incoherent summing of all acceptable replica-
correlated sequences. Since the plotted traces are normalized
to the maximum amplitude on the trace, the “sum” and the
“average” plot the same. The number of “acceptable” se-
quences differed between the hydrophone and geophone
channels because of different recording windows and noisy
or spiky traces that were excluded from the sums. The num-
ber of “good” sequences and the total elapsed time at each
station are summarized in Table II.

Some caveats of this preliminary analysis are as follows.
First, all of the replica correlations presented in this paper

1480 1490 1500 1510 1520
Sound Speed (m/s)

1800

1600

1400

1200

1000

800

600

400

200

0
D
ep
th
(m
)

LOAPEX − Sound Speed Profiles

T50
T250
T500
T1000
T1600
T2300
T3200

1480 1500 1520 1540
Sound Speed (m/s)

6000

4000

2000

0

D
ep
th
(m
)

FIG. 3. The sound speed profiles that
were acquired at each source location
during the experiment �see Fig. 1� are
shown as colored solid lines �Mercer
et al., 2005�. The maximum and mini-
mum sound speeds as a function of
depth from the World Ocean Atlas,
that were used for the PE modeling,
are shown as black, dotted lines. The
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were computed assuming that the sources and receivers were
stationary—no corrections for motion of the sources and re-
ceivers have been made. A preliminary analysis of Doppler
effects on the data presented here �Stephen et al., 2008� in-
dicates that this is a valid assumption. Furthermore the geo-
phones and hydrophones on the OBS/Hs were both self-
noise limited so that only upper bounds can be placed on the
true seafloor ambient noise, and the SNRs are minimum val-
ues �Stephen et al., 2006�.

A. DVLA-L20-Hyd arrivals

Figure 4�a� shows the predicted time front using the PE
method for an M68.2 sequence transmission at 350 m depth
to a range of about 1600 km from the DVLA. This calcula-
tion includes bottom interaction. The time front between
about 1080.5 and 1081.3 s corresponds to refracted-refracted
�RR� paths, for which energy stays trapped in the sound
channel and propagates over very long ranges with very little
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FIG. 4. This figure compares the ar-
rival structure on DVLA-L20-Hyd and
OBS-S-Geo with PE model predic-
tions for a range of 1600 km. The PE
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The top group of four panels �a�–�d� is
the model-data comparison for
DVLA-L20-Hyd and the bottom group
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attenuation �Munk et al., 1995�. The time front from about
1075 to 1080.5 s corresponds to refracted surface-reflected
�RSR� paths. At these frequencies there is little scattering
loss on reflection from the ocean surface and energy on RSR
paths also propagates to long ranges with little attenuation.
�Sea states throughout the experiment were generally calm
with the roughest conditions, up to sea state 3, occurring
between T1600 and T2300.� The lower turning points �or
caustics� of the RR and RSR paths form a progressively shal-
lower sequence as time increases. The RSR paths �near
1076.1 and 1076.2 s, for example� are typically brightest
near the lower turning points because of focusing at the caus-
tic. At the lower turning points, which occur above the sea-
floor even for the earliest arriving event, the grazing angle is
zero.

Time fronts corresponding to weak surface-reflected
bottom-reflected �SRBR� paths, which often attenuate very
rapidly with range and are often unnecessary to successfully
predict long-range, deep-water, propagation �de Groot-
Hedlin et al., 2009; Heaney et al., 1991; Van Uffelen et al.,
2009; Wage et al., 2003�, can be seen as more horizontal
time fronts at mid-water depths between 1076.5 and 1077.5 s
and at shallow depths between 1078 and 1080 s.

The arrival structure at DVLA-L20-Hyd �Figs. 4�c� and
4�d�� corresponds well with the modeled time fronts �Figs.
4�a� and 4�b�� for the earlier travel times. The first two lower
turning points in the time front �at about 1076 and 1077 s�
reach the hydrophone depth �indicated by the horizontal
dashed line in Fig. 4�a�� and clear arrivals are observed at
these times. For convenience the arrivals that match the time
fronts are referred to as “PE predicted” arrivals. In this ex-
ample, the magnitude of the PE predicted arrivals increases
with subsequent turning points.

The next two arrivals on DVLA-L20-Hyd �at about
1078 and 1078.7 s� occur at times corresponding to predicted
turning points above the receiver depth. These “deep shadow
zone” arrivals, which occur at about the same time as shal-
lower turning points in the time fronts �Dushaw et al., 1999�,
can be attributed to diffraction and scattering by internal
waves �leakage� below the turning points �Van Uffelen et al.,
2009, 2006�. The magnitude of the deep shadow zone arriv-
als decreases with subsequent turning points, as expected for
decay below the progressively shallower turning point
depths. There is even a weak indication of a third deep
shadow zone arrival at about 1079.4 s.

B. OBS-S-Geo arrivals

The arrival structure on OBS-S-Geo �Figs. 4�g� and
4�h�� is very different from DVLA-L20-Hyd �Figs. 4�c� and
4�d�� or the PE model. There are more arrivals and their
spacing is less regular. The first, weak doublet on the geo-
phone trace occurs below the deepest and earliest turning
point in the time front. This is a PE predicted arrival.

Of the four large amplitude later arrivals, only the arriv-
als near 1078.4 and 1079.5 s appear to correspond to a turn-
ing point and could be called deep shadow zone arrivals. The
large magnitude arrivals near 1078.0 and 1081.7 s do not
correspond to turning points. These are an unexplained set of

arrivals called deep seafloor arrivals. The first deep seafloor
arrival, occurring near 1078.0 s and the largest event on
OBS-S-Geo, occurs between two prominent arrivals that
could be called deep shadow zone arrivals because they are
beneath adjacent turning points �the weak arrival near
1077.5 s and the strong arrival near 1078.4 s�. The second
deep seafloor arrival at about 1081.7 s is occurring after the
finale time. That these arrivals are not a result of leakage
from turning points of the time front is supported by the fact
that these arrivals are not observed on DVLA-L20-Hyd. Fur-
ther these arrivals do not correspond to the PE predicted
SRBR time fronts �Figs. 4�e� and 4�f��.

The arrival at about 1078.4 s is the second largest event
on OBS-S-Geo and it coincides with the third turning point
�from the left�. The arrival at about 1079.5 s is the third
largest event on OBS-S-Geo and it coincides with the fifth
turning point. These are labeled as deep shadow zone arrivals
since they coincide with turning points in the PE model and
there are corresponding events on DVLA-L20-Hyd �al-
though the event below the fifth turning point is very weak�.
The intensity pattern on the OBS-S-Geo record is then quite
curious because the deep shadow zone arrivals do not be-
come progressively weaker as travel time increases. Deep
shadow zone arrivals typically get much weaker with subse-
quent, shallow turning points �as on DVLA-L20-Hyd, for
example�. This is not the case for OBS-S-Geo and these
could be deep seafloor arrivals.

IV. RECORD SECTIONS AND PROPAGATION SPEEDS

In Fig. 5, record sections of the stacked traces for OBS-
S-Geo are compared to similar sections for DVLA-L20-Hyd
and to predictions based on the PE model. The PE model
results in Fig. 5�b� do not include bottom interaction because
the results for the OBS with bottom interaction, for example,
Fig. 4�f�, were too noisy to show meaningful arrival struc-
ture. The PE model results for 4250 m depth �Fig. 5�d�� in-
clude simple bottom interaction as in Fig. 4�a�. For simplic-
ity, just the transmissions from the LOAPEX source at
350 m depth are considered.

A comparison of Fig. 5�a� with Fig. 5�c� readily shows
that OBS-S-Geo has a very different arrival structure than
DVLA-L20-Hyd at ranges from 500 to 3200 km. Up to
2300 km range the first geophone arrival corresponds to the
first arrival on the deepest DVLA hydrophone. Comparisons
of Fig. 5�a� with Fig. 5�b� �up to 2300 km range� and of Fig.
5�c� with Fig. 5�d� �up to 3200 km range� show that the
earliest arrivals on OBS-S-Geo and on DVLA-L20-Hyd are
kinematically predicted by the PE model and fall on or near
the propagation sound speed of 1.487 km /s, line C.

The late, large amplitude arrivals on OBS-S-Geo mostly
occur after a slower propagation speed of 1.485 km /s �line B
on Fig. 5�a��. As discussed above and shown in Figs.
4�e�–4�h�, many of these large amplitude arrivals do not cor-
respond to turning points. Many of the events that do occur
at turning point times have amplitudes that are inconsistent
with purely waterborne deep shadow zone arrivals. The late
arrivals on OBS-S-Geo are up to 20 dB larger than the ear-
liest arrivals.

604 J. Acoust. Soc. Am., Vol. 126, No. 2, August 2009 Stephen et al.: Deep seafloor arrivals



On OBS-S-Geo �Fig. 5�a�� at 500 and 1000 km range,
there are large amplitude arrivals occurring after the finale
time and with an apparent speed of 1.477 km /s �line A� that
is slower than even the slowest sound channel minimum
measured on the geodetic �about 1.478 km /s, Fig. 3�. There
is even a weak event at 1600 km range corresponding to this
apparent speed. Neither of these large amplitude events is
observed on the DVLA hydrophone or the PE models. These
are clear examples of deep seafloor arrivals.

V. SUMMARY

Receptions of stacked, replica-correlated traces on a
single OBS geophone on the seafloor are compared with a
hydrophone moored about 750 m above the seafloor. The
OBS geophone generally has more arrivals than the moored
hydrophone. Two types of arrivals on the OBS geophone are
observed that are not explained by PE modeling using simple
sound speed profiles. The “deep shadow zone” arrivals occur
at the time of shallower turning points �Dushaw et al., 1999;
Van Uffelen et al., 2009�, are consistent with decay from
shallower turning points, are also observed on the DVLA
hydrophones, and their arrival time is predicted by PE propa-
gation models. The deep seafloor arrivals, on the other hand,
occur later than the first PE arrival, are not readily observed
on the DVLA hydrophones, and their arrival time is not pre-
dicted by PE propagation models. There are even strong ar-
rivals after the PE predicted finale region. Deep seafloor ar-
rivals are among the largest events observed at the seafloor.
This is an unexplained set of arrivals in long-range ocean
acoustic propagation.

The observed intensity pattern of the OBS arrivals is
significantly more complex than the waterborne arrivals seen
on the DVLA. The deep shadow zone arrivals observed on
the OBS and associated with shallower turning points do not
display the expected decay of intensity as travel time in-
creases. This observation could be due to a few factors. First,
the acoustic energy reaching the OBS will naturally have
more bottom interaction, thus modulating the intensity pat-
tern. Second, there could, in fact, be some interference be-
tween deep shadow zone arrivals and deep seafloor arrivals.
Third, the association of some OBS arrivals with turning
points may be a coincidence—all of the OBS arrivals could
be deep seafloor arrivals. Fourth, in some instances the ar-
rivals on the OBS could be associated with SRBR paths.
Further analysis will be required to resolve these issues.

Deep seafloor arrivals appear to be an interface wave
whose amplitude decays upward into the water column. The
interface wave could be a shear-related mode coupled to the
sound channel propagation �Butler, 2006; Butler and Lom-
nitz, 2002; Park et al., 2001� or it could be excited by sec-
ondary scattering from bottom features �Chapman and Mar-
rett, 2006; Dougherty and Stephen, 1988; Schreiner and
Dorman, 1990�. These unexplained arrivals could conceiv-
ably be horizontal multi-path from some persistent ocean
thermal structure, but it would be necessary to explain why
they are observed on the seafloor OBS but not on the DVLA
only 2 km away.

In this letter the existence of deep seafloor arrivals has
been simply addressed and a little of their kinematics �arrival
times� as observed on the geophone of one OBS has been
compared with one DVLA hydrophone. In a later paper the
results from the two other OBS geophones, from the OBS
hydrophones, and from other hydrophones in the DVLA will
be presented and discussed. The propagation physics of the
arrivals will also be discussed through a quantitative analysis
of signal amplitudes, ambient and system noise, and SNRs.
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Approximations for the coherence function of the random acoustic field scattered by a moving rough
surface are extracted from a second-order perturbation expansion. The statistically rough surface is
characterized by a simple, wide-sense stationary autocorrelation function that exhibits temporal and
spatial dispersive behavior in terms of three parameters: the acoustically-small mean-square surface
height, a correlation length, and a group velocity. Excitation is provided by the quintessential
obliquely-incident time-harmonic plane-wave. Asymptotic evaluation of Fourier integral
representations of the stochastic field yields expressions for the coherence function that explicitly
display the dependence upon the space and time coordinates and their interaction via the geometrical
parameters of the rough surface. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3158927�
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I. INTRODUCTION

The fundamental importance and physical interpretation
of the mutual coherence function of the acoustic field scat-
tered by the time-varying, rough surface of the ocean are
summarized by Parkins,1 who considered plane-wave excita-
tion of a finite patch of surface. The familiar sin x /x angular
behavior due to such “finite aperture” sources is prevalent in
all of his results. Clay and Medwin2 followed a similar
course and focus on the coherence between partial field con-
tributions scattered by separate subareas. Both Parkins1 and
Clay and Medwin2 used a first-order correction to the
Kirchhoff–Helmholtz integral. Harper and Labianca3 made
serious analytic progress by applying perturbation theory to
two different time-varying rough surfaces; one having a spa-
tially uniform autocorrelation function and one comprised of
a finite sum of deterministic, sinusoidal surface waves. The
results of Harper and Labianca3 explicitly display the ex-
pected Doppler effects and additional complications due to
an inhomogeneous �refractive� medium. Acoustically large
surface roughness is treated by Dowling and Jackson4 using
quadrature on the surface integral in the Kirchhoff or physi-
cal acoustics approximation. More in line with the philoso-
phy of the present paper is the work of Shaw et al.5 who
sought explicit, analytic expressions for the coherence func-
tions of the scattered field by starting with reasonably
simple, yet physically meaningful, rough surface correlation
functions. They derived asymptotic expansions for the Kirch-
hoff integral. Unlike the present paper, their scattering sur-
faces do not vary in time. The important small parameter k0a
is the focus of the perturbation expansion, where k0=�0 /c is
the wavenumber of the incident plane-wave and where a is
the rms value of the random surface height.

When a time-harmonic plane-wave with time-
dependence exp�−i�0t� interacts with the time-varying rough
surface depicted in Fig. 1, the spectrum of the scattered field
is not restricted to the single excitation frequency �0. How-
ever, in the specialized case where the autocorrelation func-
tion of the statistically stationary rough surface can arise
from a temporally static surface in uniform translation,
simple coordinate transformation of well known static results
from perturbation theory is applicable. The acoustic pressure
field ��x ,y , t� is a function of the two spatial coordinates x
and y, the time t, and is a solution to the source-free scalar
wave equation. The Dirichlet boundary condition
��x ,a��x , t� , t�=0 applies to the total field, for all time, on
the soft surface ys=a��x , t�. The scattered field, which is de-
fined here as the difference between the total field and the
incident plane-wave that exists everywhere in the absence of
the impenetrable surface, exhibits radiative behavior as y→
+�.

By expressing the soft surface as ys=a��x , t�, where the
rms surface height a appears explicitly, the mean-square
value of the normalized random surface ��x , t� is unity. This
real-valued two-dimensional stochastic process �or field� is
assumed to be wide-sense stationary in both its spatial �x�
and temporal �t� dependencies. It has zero mean-value
E���x , t��=0, and the specific autocorrelation function
adopted for the present study is

E���x,t���x�,t��� = R�x − x�,t − t��

= exp�− � �x − x�� − u�t − t��
b

	2
 . �1�

This is a simpler version of a surface autocorrelation func-
tion proposed by Medwin and Clay.6 Initial studies that in-
corporated their additional cosine factor were complex
enough to warrant a reduction in the number of parameters.
The stochastic scattered field caused by a rough surface de-
scribed by the simple function �1� is rich enough in physical

a�Author to whom correspondence should be addressed. Electronic mail:
rscharst@bama.ua.edu
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features to capture our present attention while it maintains
the dominant features of the time-varying rough surface. The
parameter u �m/s� is a “group velocity” in that the Gaussian
function in Eq. �1� propagates in the x direction with speed u.
The parameter b �m� is a correlation length of the random
surface.

A time-harmonic plane-wave of unit amplitude and fre-
quency �0 is incident from the angle �i measured from graz-
ing. In the absence of the roughness, that is, for a=0, the
total field is the sum of the incident and reflected plane-
waves

�0�x,y,t� = e−ik0�x cos �i+ct��e−ik0y sin �i − eik0y sin �i�

= − 2i sin�k0y sin �i�e−ik0�x cos �i+ct�, �2�

where k0=�0 /c is the exciting wavenumber with c the sound
speed. This is the zeroth-order or geometrical acoustics field.
The common perturbation expansion for the total field in
powers of the rms surface height a, normalized to the origi-
nal source wavelength in that k0a=2�a /�0, is

��x,y,t� = �0�x,y,t� + k0a�1�x,y,t� + �k0a�2�2�x,y,t�

+ ¯ . �3�

Terms higher in order than �k0a�2 are an unnecessary com-
plication because the case of small k0a is sufficiently inter-
esting and manageable. Perturbation theory and the philoso-
phy of the second-order correlation approach to the
stochastic problem are nicely treated by Rytov et al.7 and by
Sobczyk.8 Interpretation and dynamic evolution of the coher-
ence function are detailed by Beran and Parrent.9 Warnick
and Chew10 gave a condensed summary of the voluminous
literature on various approaches to rough surface scattering:
An observation of the importance of analytic methods in
building physical insight is still true. The paper by Shaw et
al.5 is similar in spirit to the work here, except that their use
of finite source distances requires the evaluation of particular
integrals. The uniform plane-wave is nice because finite
source effects do not clutter the results.

II. FIRST-ORDER PERTURBATION FIELD

The first-order perturbative field is forced by the non-
zero boundary data

�1�x,0,t� = −
��x,t�

k0

�

�y
�0�x,0,t�

= 2i sin��i���x,t�e−ik0�x cos �i+ct�, �4�

and it inherits its zero mean E��1�x ,y , t��=0 from that of

��x , t�. The autocorrelation function of the complete
�1�x ,y , t� can be worked out from scratch using multiple
Fourier integrals in all of the independent variables. How-
ever, because the autocorrelation function �1� of the rough
surface can arise as a simple translation

E���x − ut���x� − ut��� = R��x − x�� − u�t − t��� , �5�

where

E���x���x��� = R�x − x�� �6�

defines the wide-sense statistical stationarity of a temporally
static surface, a proper coordinate transformation as given by
Morse and Ingard,11 for example, can be applied directly to
the standard results of perturbation theory for the static sur-
face. These are summarized by Sobczyk,8 for example.
When applied to a Fourier integral representation for the
first-order scattered field, the coordinate transformation ex-
hibited in Eq. �5� gives

E��1�x,y,t��1
*�x�,y�,t���

=
2b
��

sin2 �i exp�− i�0�1 +
u

c
cos �i�t − t��	

· �
−�

�

d� exp�−
1

4
��� + k0 cos �i�b�2


· exp�i���x − x�� + 	y − 	*y� − u��t − t���� . �7�

The separation constant 	 that accompanies the
y-dependence, or the y-component of the wavenumber, is
defined by the usual separation equation

�2 + 	2 = k2, �8�

but now

k = k0 +
u

c
�� + k0 cos �i� . �9�

The coherence function of �1�x ,y , t� is wide-sense stationary
in x and t since only the differences x−x� and t− t� appear in
Eq. �7�. The evanescent contributions that manifest when 	
is imaginary are nonstationary in y. But for both y and y�
sufficiently large, such exponentially decreasing contribu-
tions to the integral are negligible and the first-order pertur-
bation field is effectively wide-sense stationary in all three of
the independent variables x, y, and t.

The demarcation between evanescence and propagation,
according to Eq. �8�, occurs when k2=�2. The two solutions
to this quadratic are

�+ =

k0�1 +
u

c
cos �i

1 −
u

c

�10�
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FIG. 1. Plane-wave incident upon a time-varying, rough surface.
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�− = −

k0�1 +
u

c
cos �i

1 +
u

c

. �11�

Hence, under the restriction y=y� big enough to neglect the
nonstationary evanescent contributions, the “far-field” coher-
ence function of the first-order perturbation field is

E��1�x,y,t��1
*�x�,y�,t���

�
2b
��

sin2 �i exp�− i�0�1 +
u

c
cos �i�t − t��	

· �
�−

�+

d� exp�−
1

4
��� + k0 cos �i�b�2


· exp�i���x − x�� − u�t − t���� . �12�

Because of the wide-sense stationarity of the surface and the
uniformity of the exciting plane-wave, the horizontal coordi-
nate x and time t are grouped together in Eq. �12� the same as
in the surface coherence function �1�, as in

s = x − x� − u�t − t�� . �13�

Required then is the integral

I = �
�−

�+

d� exp�−
1

4
��� + k0 cos �i�b�2
ei�s. �14�

Introduction of the change-of-variable

z =
1

2
�� + k0 cos �i�b − is/b �15�

permits the integral �14� to be expressed in terms of the error
function

I =
��

b
exp�− ik0s cos �i�exp�− � s

b
2	�erf�B� − erf�A�� ,

�16�

with

A = −
k0b sin2 1

2�i

1 +
u

c

− i
s

b
, �17�

B =
k0b cos2 1

2�i

1 −
u

c

− i
s

b
. �18�

The error function of complex argument is computed using
the algorithm of Weideman.12 The resultant specialized �y
=y��1� coherence function �12�

E��1�x,y,t��1
*�x�,y,t���

= 2 sin2 �i exp�− i�0�1 +
u

c
cos �i�t − t��	

· exp�− ik0s cos �i�exp�− � s

b
2	�erf�B� − erf�A��

�19�

explicitly displays the dependence upon all of the geometri-
cal and acoustical parameters of the physical problem.

For large values of the independent variable s→�, a
growth factor in the error functions tends to cancel the rapid
decay in the Gaussian function. Calculations and insight are
improved by a large s-expansion. It is more efficient to work
directly with the original integral I rather than grappling with
the asymptotics of the separate error functions. A single
integration-by-parts applied to Eq. �14� yields a single-term
asymptotic expansion

I�s� = �
�−

�+

d�f���ei�s

= � f���ei�s

is
�

�=�−

�+

−
1

is
�

�−

�+

d�f����ei�s. �20�

Algebra that exploits the details exhibited by Eqs. �17� and
�18� yields the large s form

isI�s� = exp�−
�k0b�2 cos4 1

2�i

�1 −
u

c
2 �exp�i

�1 +
u

c
cos�i

1 −
u

c

k0s�
− exp�−

�k0b�2sin4 1
2�i

�1 +
u

c
2 � · exp�− i

�1 +
u

c
cos�i

1 +
u

c

k0s� .

�21�

Note that the magnitude of the associated coherence function
ultimately decays as �s�−1.

III. SECOND-ORDER PERTURBATION FIELD

The second-order field �2�x ,y , t� in Eq. �3� is forced by
the boundary data from the first-order field, as in

�2�x,0,t� = −
��x,t�

k0

�

�y
�1�x,0,t� . �22�

A single integral representation for the expectation of the
second-order perturbation field is

E��2�x,y,t�� =
b sin �i

��k0

exp�− i�k0x cos �i + k0ct��

· �
−�

�

d�	ei	y exp�−
1

4
��� + k0 cos �i�b�2
 ,

�23�

where Eqs. �8� and �9� still apply. The x and t behavior is
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identical to that of the incident plane-wave. A stationary
phase approximation of the integral, as y→�, yields

E��2�x,y,t�� =
k0b

�2k0y
sin �i

�1 +
u

c
cos �i3/2

�1 − �u

c
2	5/4

· exp�−
1

4� k0b�u

c
+ cos �i

1 − �u

c
2 �

2

�
· exp�− i�k0x cos �i + k0ct + �/4��

· exp�ik0y

1 +
u

c
cos �i

�1 − �u

c
2	1/2� . �24�

IV. DISCUSSION OF RESULTS

To order �k0a�2 the mean value of the perturbation ex-
pansion �3� is

E���r,t�� = �0�r,t� + �k0a�2E��2�r,t�� , �25�

where �0 is the deterministic, geometrical acoustics field �2�
and where the large y behavior of the mean value of �2 is
given by Eq. �24�. Recall from the development that the
mean value of �1 is zero. As u /c→1− the stationary phase
approximation of the integral in Eq. �23� requires adjust-
ment, but for reasonable values of normalized speed, the in-
formation in the approximation �24� is substantial. This per-
turbation term in the distant mean field �25� is proportional
to y−1/2 and it inherits the x and t behavior of the incident
wave. The Gaussian factor in Eq. �24� shows that E��2� rap-
idly dissipates with the important parameter k0b. Large k0b is
the high frequency regime where the correlation length b of
the rough surface interacts with a substantial number of the
incident acoustic wavelengths, with the net effect that the
superposition of the random contributions to the scattered
field tends to cancel on the average. However, if k0b is small
enough so that the Gaussian factor is closer to unity, then the
leading k0b in Eq. �24� becomes the primary limiting factor.
The strength of the specular component �2 is a strong func-
tion of the incidence angle �i. In the more interesting case of
large k0b, the amplitude factor in Eq. �24� becomes highly
peaked around its maximum at cos �i=−u /c, where, in an
average sense, the incident wavefront is essentially keeping
up with the surface fluctuations.

The autocorrelation or coherence function of the total
field is, again up to order �k0a�2,

E����r,t� − E���r,t�����*�r�,t� − E��*�r�,t�����

= �k0a�2E��1�r,t��1
*�r�,t��� . �26�

Hence, the coherence function �7� of the first-order perturba-
tion field is the central descriptor of the scattering from the
rough surface. With the independent space/time variable s

defined in Eq. �13�, introduce the abbreviated notation

�
�s/b�� = �E��1�x,y,t��1
*�x�,y,t���� �27�

for the magnitude of the large y=y� coherence function. The
grouping of the field coordinates x, x�, t, and t� occurs natu-
rally in the physical mathematics, as in Eq. �13�, and there-
fore we follow nature’s lead and keep these coordinates to-
gether as they appear. It is entirely expected that the ratio s /b
of the appropriately organized space-time coordinates to the
rough surface correlation length is the important parameter
in the scattering problem.

The variation in �
� with normalized s /b is graphed in
Figs. 2–4 for u /c=0, 0.5, and 0.9, respectively, when the

0 2 4 6 8 10
0.0

0.5

1.0

1.5

2.0

j½j

s=b

solid curve: k0b = 10

short dashes: k0b = 1

long dashes: k0b = 0:1

.............................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................

...............................................................................................................................................................................................................................................................
.........
..........
..........
......................................................................................................................

............
..................

.................................................................................................................
.

...................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................

FIG. 2. Coherence function of first-order perturbation field. Case: u /c=0
and �i=� /4; s=x−x�−u�t− t�� and y=y��1.
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FIG. 3. Coherence function of first-order perturbation field. Case: u /c
=0.5 and �i=� /4; s=x−x�−u�t− t�� and y=y��1.
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exciting plane-wave is incident from the representative angle
�i=� /4. The three curves in each of Figs. 2–4 correspond to
low, intermediate, and high frequencies as far as the correla-
tion length b is concerned. The selected values k0b=1 /10, 1,
and 10 cover a wide range of frequencies.

Figure 2 shows that when the rough surface group ve-
locity is zero, the first-order coherence function is a rather
peaked function of s /b for the high frequency �k0b=10�,
compared to the essentially flat variation at the low fre-
quency �k0b=0.1�, that is substantially lower �about 5%� in
magnitude. As u /c is increased, first to 0.5 in Fig. 3 and then
to 0.9 in Fig. 4, the lower frequency graphs of �
� display
behavior more like that of the higher frequency �
� from the
static �u /c=0� surface. A faster group velocity u in the rough
surface correlation function �4� lets the incident acoustic
wave experience more interactions with the roughness per
wavelength. Therefore, if the acoustic correlation length k0b
is relatively small, the effect of increasing the group velocity
u /c is similar to starting with a larger correlation length. It is
“per wavelength” because both the exciting plane-wave and
the scattering surface are infinite in extent, and the natural
length scale that has physical meaning for the wave is its
inherent spatial period.

This feature, that is so apparent in the graphs of Figs.
2–4, of increasing u /c mimicking a larger k0b, is also obvi-
ous in the mathematics. The effect is clearly seen in the
arguments A and B, defined in Eqs. �17� and �18�, respec-
tively, of the error functions in Eq. �19�. The physical prob-
lem of Fig. 1 is symmetric about �i=� /2, allowing for the
sign of u /c. If u /c approaches +1, or simply increases posi-
tively, then the effect is the same as increasing k0b in the
parameter B of Eq. �18�. Similarly, if u /c approaches −1,
then the parameter A of Eq. �17� experiences an effectively
larger k0b.

The correlation function �19� and the graphical display
of its behavior in Figs. 2–4 is the product of the analysis

reported here and is, of course, specific to the assumed sur-
face correlation function �1�. Although rather restricted and
idealized, such analytical results build insight into the sto-
chastic scattering physics and are potentially useful in inter-
preting statistical data generated by Monte Carlo simulation
using purely numerical models.

V. CONCLUSIONS

The coherence function for the random field scattered by
the time-varying, slightly-rough surface is proportional to
�k0a�2, where k0=� /c is the wavenumber of the incident
acoustic wave and a is the rms value of the rough surface.
The scattered field is wide-sense stationary in both time and
in the coordinate that is parallel to the rough surface. Far
from the surface, the scattered field is also approximately
wide-sense stationary in the normal coordinate. Two impor-
tant parameters are k0b, where b is the correlation length of
the rough surface, and the normalized group velocity u /c. If
the surface group velocity is zero and if k0b is small, say,
k0b�1, the random component of the scattered field is dif-
fuse and rather uninteresting. Acoustically large correlation
lengths, such as k0b�10, produce a scattered field that is
significantly correlated over a surface correlation length b,
regardless of the surface group velocity. If k0b remains small
but the surface group velocity becomes a sizable fraction of
the acoustic velocity, say, u /c�1 /2, then the scattered field
is noticeably imprinted with the dispersive characteristics of
the rough surface and the correlation function maintains its
cohesion and propagates similar to the case of larger k0b.
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Grating lobe reduction in transducer arrays through structural
filtering of supercritical plates
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The effect of placing a structural acoustic filter between water and the transducer elements of an
array to help reduce undesirable grating lobes is investigated. A supercritical plate is mounted to
transducer elements with a thin decoupling polyurethane layer between the transducers and the
plate. The plate acts as a radiation/incidence angle filter to pass energy at angles near normal
incidence, but suppress energy at large incidence angles. Grating lobe reduction is achieved at the
expense of limiting the available steering of the main lobe. Within this steer angle limitation, the
main lobe can be steered as normal while the grating lobe level is reduced by the plate’s angular
filtering. The insertion of a plate structural filter provides, in principal, an inexpensive and easily
implemented approach to extend usable frequency bandwidth with reduced level grating lobes,
without increasing the number of array elements. Even though the data match theory well, a
practical material has yet to be found that possesses optimal material properties to make the
proposed idea practical. This work represents the first attempt to advantageously utilize a plate
above its critical frequency to provide angular dependent sound transmission filtering.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3159366�

PACS number�s�: 43.38.Hz, 43.30.Yj, 43.40.Rj, 43.55.Rg �AJZ� Pages: 612–619

I. INTRODUCTION

According to traditional array theory, the usable fre-
quency bandwidth of an array of regularly spaced point
sources is limited according to its spacing.1–3 The optimal
spacing, d, is typically set equal to half the desired center
frequency wavelength, �, �Fig. 1�a� displays a point source
line array with these geometrical properties identified�. Thus,
the resulting array may be operated below and above the
center frequency, within certain limitations. Below the center
frequency, the radiated beam widens and approaches an
omni-directional beam pattern at very low frequencies.
Above the center frequency, the radiated beam narrows. At
frequencies greater than or equal to twice that of the center
frequency, grating lobes appear in the radiated beam pattern
as duplicates of the main beam of sound energy �i.e., dupli-
cates in radiation level, but not in the direction radiated�.
These undesirable grating lobes result from an aliasing effect
due to the discrete nature of an array of elements, the regular
spacing of elements, and the relationship between the wave-
length and inter-element spacing.

The above discussion assumes that the main energy is
sent in a direction normal to the plane of the array. An array
may also be used to steer sound radiation in different direc-
tions by introducing appropriate electronic phases to the ar-
ray elements. When an array is steered, the grating lobe�s�
appear in the beam pattern at frequencies lower than twice
the center frequency. Grating lobes in radiation beam pat-
terns cause operational confusion for technology that relies

on arrays, such as medical ultrasound and underwater SO-
NAR. In transmit mode, grating lobes cause an array to
transmit sound energy in unintended directions. In receive
mode, grating lobes prevent an array’s ability to detect the
direction of incoming sound energy. However, larger fre-
quency bandwidth allows higher resolution and greater rang-
ing capabilities in applications where both transmit and re-
ceive modes are used.

There have been many different attempts to reduce or
eliminate grating lobes in radiation patterns in SONAR array
applications and in medical ultrasound array applications.
SONAR arrays are often designed for high source level out-
put in a narrow frequency band and are not traditionally used
in the broad frequency range such as that used in the ultra-
sound community. Consequently, the majority of studies in-
volving grating lobe reduction have traditionally come from
the ultrasound community. The most commonly used tech-
niques, aimed at grating lobe reduction in directivity pat-
terns, attempt to break up the regular element spacing or
regular element size which gives rise to grating lobes. Cur-
rent techniques of reducing grating lobes include sparse ele-
ment spacing,4–17 annular rings of elements,18–22 use of ad-
jacent staggered arrays,23–25 pseudorandom continuous wave
�cw� signals,26–28 and exploitation of harmonic imaging.29

There are many existing arrays with regularly spaced
elements that have no practical means for reducing their grat-
ing lobes. None of the methods mentioned above are practi-
cal solutions to retrofit onto these array systems. The meth-
ods mentioned above either require changes to the original
array design, require impractical modifications to the input
signals, and/or are not practical solutions for underwater SO-
NAR arrays. A technique is needed that directly eliminates
grating lobes, which could be retrofitted onto existing array
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designs. Grating lobe reduction would provide these existing
arrays with better ranging capabilities and larger frequency
bandwidth and therefore better image resolution compared to
existing array capabilities. The goal of this paper is to
present a new method to reduce grating lobes through a ret-
rofitting approach.

The proposed technique for grating lobe level reduction
presents a different approach to the problem than other meth-
ods. An extremely stiff and lightweight plate, operated at
frequencies above its critical frequency, is placed in front of
the transducer array to provide a radiation angle filter �and
incidence angle filter� achieved through exploitation of the
coincidence effect �a sound and structure interaction
principle�.30 Figure 1�b� provides a simple illustration to
show a typical eight element Tonpilz transducer line array
that has been bonded onto a plate �or a bar in this case�. The
idea behind this technique was developed as an extension of
the thesis work by Hutto,31 Grosh,32 and Phillips.33

A previous paper written by the authors showed that an
array may steer sound energy through a supercritical plate
without refraction and without widening the main lobe of
energy, meaning that the plate does not alter the intended
electronic phasing required to steer an array.34 Sound energy
passes through the plate at normal incidence and radiation
angles less than the coincidence angle are attenuated some-
what due to the mass of the plate. However, sound energy at
large radiation angles, greater than the coincidence angle,
will be attenuated due to the stiffness of the plate. If the
plate’s material properties and geometry are selected appro-
priately and the array is operated within certain constraints,
then grating lobe levels may be greatly reduced while main
lobes are passed by the radiation angle filter. The insertion of
a plate would provide an inexpensive and easily imple-
mented approach to eliminating grating lobes without adjust-
ing the number or positions of array elements.

This paper introduces a method to reduce grating lobes.
However, the plate used for grating lobe reduction in this
work does not provide a practical solution to the problem, as
will be shown. While grating lobes are reduced by the plate
used, additional relative increases in side lobe levels, com-
bined with a reduction in the main lobe level, makes the
plate used in this study an impractical solution to the prob-
lem. Thus this paper is intended to provide the blue print to
design a passive structural acoustic filter to attenuate grating
lobes when a plate material with sufficient stiffness to mass
properties is developed.

II. THEORETICAL DEVELOPMENTS

A. Angular filtering

The critical or coincidence frequency of a plate is the
frequency at which the bending wave speed in the plate
equals the acoustic fluid wave speed. A high degree of sound
transmission exists at grazing incidence for plates at their
critical frequencies. Below this critical frequency, the sound
transmission through the plate is governed by the well
known mass law and is independent of incidence angle.
However, above the critical frequency �the supercritical re-
gion�, the transmission through the plate varies significantly
with angle of incidence. Figure 2 shows an example of the
transmission versus angle for a supercritical plate possessing
a high stiffness to mass ratio. The mass of the plate governs
the transmission at normal incidence and at angles near nor-
mal incidence. At an angle called the coincidence angle, �CO,
the reactive part of the plate’s impedance goes to zero, and
the sound transmission is dominated by the amount of damp-
ing within the plate.30 Thus, instead of a high degree of
sound transmission at grazing incidence for the critical fre-
quency, the high degree of sound transmission shifts to co-
incidence angles in the forward 180°. At angles greater than
the coincidence angle, the transmission is dominated by the
plate’s stiffness.

A derivation of an expression for the angular dependent
sound transmission coefficient, �, through supercritical plates
is given by Fahy and Gardonio30 in their Eq. �5.38a�:

� =
�2�c sec ��2

�2�c sec � +
1

�
D�k4 sin4 ��2

+ �m� −
1

�
Dk4 sin4 ��2 ,

�1�

where � is the density of the acoustic fluid, c is the speed of
sound in the acoustic fluid, � is the angle of incidence, � is
the angular frequency, D is the plate’s stiffness, � is the
internal damping in the plate, k is the acoustic wavenumber
in the fluid, and m is the mass per unit area in the plate. The
transmission loss through the plate is

FIG. 1. �Color online� �a� Illustration of a point source line array. The
variable d represents the center to center spacing between adjacent trans-
ducer elements. The variable � represents the wavelength �in this case the
center frequency wavelength used to design the array�. �b� Illustration of a
typical Tonpilz line array mounted onto a stiff lightweight plate. A thin layer
of polyurethane was placed between the array and the plate.

FIG. 2. �Color online� Example of the transmission through a supercritical
plate which possesses a high stiffness to mass ratio at a single frequency
versus angle of incidence.
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TL = 20 log10
1

�
. �2�

One may consider the coincidence angle to be the “cutoff
angle” of the angular filter �similar to the cutoff frequency in
frequency domain filtering�. The range of angles between the
two coincidence angles may be considered to be the angular
pass band region. Finally, the angles between grazing inci-
dence and the coincidence angles may be considered the an-
gular stop band region. Fahy and Gardonio commented that
Eq. �1� does not model the angular region �78°–�90° �from
normal incidence� near grazing incidence in practice30 �at
grazing incidence, the expression converges to a value of 1,
regardless of the frequency used, meaning no loss in trans-
mission�. The authors came to a similar conclusion from
their evaluations of experimental data; however, the authors
have decided that the expression in Eq. �1� is invalid from
grazing incidence to the first null in the expression that typi-
cally occurs at �65° �see Fig. 2�.

To use a plate as an angular sound filter, the plate’s
material properties and thickness should be chosen carefully
to minimize attenuation of the pass band region and maxi-
mize the attenuation in the stop band region. Figure 2 is a
good example of a filter which attenuates the stop band more
than it attenuates the pass band. Another way to look at this
angular filtering is that it increases the directivity in the for-
ward direction, which may be beneficially exploited in other
applications.

In selecting the optimum plate thickness, one must de-
cide what coincidence angle, or cutoff angle, would be de-
sired. In addition, one should decide the lowest frequency at
which this cutoff angle is desired, keeping in mind that as
frequency decreases the coincidence angle increases �thus
the pass band region widens� according to the following
equation:

sin2 �CO =
c2

cB
2 =

c2

�
�m

D
, �3�

where cB is the bending wave speed for a thin plate �thin
plate theory ignores the effects due to shear deformation and
rotary inertia�. The parameters D and m may be written in
terms of the plate’s material properties and thickness as

D =
Eh3

12�1 − �2�
, �4�

m = �Ph , �5�

where E is the plate’s Young’s modulus of elasticity, h is the
plate’s thickness, � is the plate’s Poisson ratio, and �P is the
volumetric density of the plate. Equations �3�–�5� are
adapted from Fahy and Gardonio’s Eqs. �5.42�–�5.43�. If one
solves Eq. �3� for h and substitutes the desired cutoff angle
with the selected frequency, then the interdependence of the
thickness and the material properties may be examined �see
Chap. 3 of the thesis by Anderson35 for further details�. Solv-
ing for h yields

h =
c2

� sin2 �CO
�12�P�1 − �2�

E
. �6�

If a specific plate material is selected, then Eq. �6� may be
used to calculate the thickness required to set the target co-
incidence angles at the desired operation frequency. As an
example, the measured material properties of an alumina bar
used in this study are E=391 GPa, �P=3956 kg m3, and
�=0.22. The desired coincidence angle was set to be �CO

=30° at a frequency of f =50 kHz. Thus the optimal plate
thickness for alumina in this case is h=9.7 mm.

If Eq. �1� is evaluated at normal incidence, then one may
estimate the expected pass band loss for an undamped ��
=0� supercritical plate angular filter. The expected pass band
transmission loss for an alumina plate of thickness h
=9.7 mm is 12.3 dB. The stop band transmission loss may
be determined at the minima of Eq. �1� that are located be-
tween grazing incidence and the coincidence angles. For the
alumina plate, the minima are located at �65° resulting in a
maximum stop band transmission loss of 24.3 dB. Thus the
supercritical plate may be used as a passive filter with a
relative stop band transmission loss of 12 dB at large angles
relative to the pass band region.

The directivity pattern, H���, without a plate may be
calculated from typical line array theory �first term in curly
brackets� multiplied by the single element directivity �second
term in curly brackets�,1–3,35

H��� = � 1

N

sin�Nkd

2
�sin � − sin �0��

sin� kd

2
�sin � − sin �0�� 	

	� sin�1

2
ka sin ��

1

2
ka sin � 	 , �7�

where a is the width of a rectangular head transducer, and N
is the number of array elements. The predicted angular de-
pendent transmission coefficients �Eq. �1�� for an alumina
plate were then multiplied by the without-plate directivity
pattern to yield the with-plate directivity patterns. Figure 3
displays theoretical directivity patterns without and with the
insertion of an alumina plate at 50 kHz. At an angle of 
45°
a reduction of 9 dB in the grating lobe level occurs due to the
insertion of the plate. One may also notice the unfortunate
relative increase in the transmission of side lobe levels cen-
tered at the predicted �CO ��30°� due to the high degree of
sound transmission at these angles. The relative level in-
crease at the coincidence angles depends on m since the
depth of the pass band depends on m. This is one of the
major issues in the use of a supercritical plate for angular
filtering. The optimal plate material would have a low m
while maintaining a high D /m. The thesis by Anderson35

includes a discussion of ideal plate materials in Chaps. 3 and
7. It is important to note that the discussion given in Ander-
son’s thesis pertains to underwater arrays with design fre-
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quencies of 25 kHz since the ideal material properties will
depend on the desired frequency range.

B. Frequency response

An equivalent circuit will now be presented from which
equations can be derived to model the frequency response of
an array with and without the insertion of a plate. The me-
chanical impedance domain equivalent circuit for a plate
loaded transducer in a receive condition is given in Fig. 4. A
normal incidence plane wave with a first-order resistive load-
ing approximation models the acoustic fluid medium. The
incident wave impinges upon the plate, which is modeled by
a waveguide T-network �the expressions used in T-networks
are given by Mason on pp. 204–205 in Ref. 36�. The thin
layer of polyurethane between the plate and the transducer
elements is also modeled by a waveguide T-network. Finally,
a lumped-element equivalent circuit is given for the piezo-
electric Tonpilz transducer.2 The output potential signal of
the equivalent circuit is proportional to the voltage signal
measured at the transducer terminals.

A transfer function, TFwith plate, between the input plane

pressure wave, p̂, and the output voltage signal, V̂, may be
derived to model the measured frequency response using
standard circuit analysis techniques:

TFwith plate =
V̂

p̂
=

S

�

ZP2ZC2Z0

Z�ZZ�

, �8�

Z� = ZA + ZP1 + ZP2, �9�

Z = ZP1 + ZP2 + ZC1 + ZC2, �10�

Z� = ZC1 + ZC2 + ZT1 + ZT0, �11�

where S is the surface area of a single transducer, � is the
electro-mechanical coupling factor, and Z represents a me-
chanical impedance quantity. The subscripts designate the
following: resistive acoustic loading A, plate’s masslike
quantity P1, plate’s compliancelike quantity P2, compliant
layer’s masslike quantity C1, compliant layer’s compliant-
like quantity C2, transducer’s lumped mechanical model T1
�including mass, compliance, and resistance�, and transduc-
er’s electrical capacitance T0. The transfer function for an
unloaded transducer �no plate�, TFno plate, is found by setting
ZP1=ZP2=ZC1=ZC2=0 and ZP2=ZC2=� and redoing the cir-
cuit analysis

TFno plate =
V̂

p̂
=

S

�

ZA + ZT1 + ZT0

ZT0
. �12�

A complete discussion of this derivation and the expressions
for the impedance terms are given in the thesis by
Anderson.35

The transducers used in the measurements were charac-
terized using electrical impedance measurements to extract
average electro-mechanical lumped-element parameters. The
geometry and material property values used for the alumina
bar are h=10.2 mm �measured�, E=391 GPa �measured�,
�=3956 kg /m3 �measured�, and �=0.22 �manufacturer
specification�. These parameters, along with material proper-
ties of the plate and compliant layer, were used to evaluate
the expressions for TFwith plate and TFno plate.

III. EXPERIMENT RESULTS

Experiments were conducted in a water tank that mea-
sures 5.3	5.5	7.9 m3 in size. The water tank is kept at a
constant temperature and is lined with acoustical absorbing
material. A calibrated transmitter or a calibrated receiver can
be placed at one end of the tank to transmit/receive sound
toward/from a transducer array under test �AUT� at the other
end of the tank. A computer controlled turntable can rotate
the AUT with fractional degree increments. When the AUT
is in a receive mode, up to 64 channels of complex data may
be simultaneously acquired by a vector signal analyzer. The
advantage of receive mode measurements is that in the post-
processing phase, the array can be arbitrarily steered to any
angle by applying appropriate digital delays.

Figure 5 shows a photograph of the array module just
before being lowered into the water tank. Two different array
configurations were studied, one with a bar and one without.
This paper uses the terms plate and bar almost interchange-
ably. The method is presented in the context of using a plate,

FIG. 3. �Color online� Example of grating lobe filtering through the addition
of a supercritical plate. The plot displays theoretical sensitivity patterns at 50
kHz, steered to 15°, obtained from a point source directivity function with
the addition of assumed single element directivity.

FIG. 4. Equivalent circuit model of an acoustically
loaded and plate loaded Tonpilz piezoelectric trans-
ducer in a receive condition with waveguide circuits for
the plate and compliant layers.
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but the experiments utilized a bar. Both arrays consisted of
transducer elements with nominal resonance frequencies of
25 kHz. Both arrays consisted of regularly spaced elements
with a center to center spacing d=30 mm. According to
standard line array theory, a grating lobe should be present
for all steer angles, �0, at a frequency of 50 kHz. When the
array is steered to �0=0°, or broadside, grating lobes should
appear at �90°, according to point source line array theory.
However, due to the fact that the elements have finite sizes,
with square heads of length 29.5 mm, the directivity of a
single element influences the overall directivity pattern ac-
cording to the first product theorem �or product theorem�.3

One array was a one-dimensional eight element Tonpilz
transducer array that was mounted onto an alumina bar. A 1.6
mm thick layer of polyurethane separated the transducers
from the bar. The alumina bar is a high purity 99.8% alumi-
num oxide ceramic �AmAlOx 68 alumina� and is 10.2 mm
thick, 30.5 m wide, and 244 mm in length. Plastic shims
were placed between neighboring transducers to maintain a
consistent spacing between all transducers. The bar was then
bonded onto a polyurethane acoustic window of an array
module. A second eight-element line array was also bonded
directly to the acoustic window without a bar between the
array and the window to allow measurements on a similar
array without the insertion of the bar. This array module is
pictured in Fig. 5. Additional photos of this array module are
found in Ref. 35.

A. Directivity pattern measurements

Directivity pattern measurements were measured with
the AUT submersed in the water tank. A calibrated source
transducer was placed at the other end of the tank and the
AUT was oriented such that the sound energy incident upon
the AUT was normal to the array. The calibrated source
transducer was also used later in the frequency response
measurements. The AUT was placed at a sufficient distance,
r, away from the source transducer to assume that it was in
the far field, r=rFF. The AUT was connected to a turntable
that rotated the AUT slowly as the source projected sound
energy. The individual element responses, pn���
=An���ej�n���, were collected at various angles, between

90° and +90° relative to normal incidence, as the AUT was
rotated. In the postprocessing phase, each of the N elements’

magnitude, An���, and phase, �n���, could be summed with
appropriate steering phases, in��0, where in is the column
number and

�0 =
d sin �0

c
, �13�

where �0 is the desired steer angle. The combined AUT’s
directivity pattern for any given steer angle, pAUT���, is
given by

pAUT���
r=rFF
= �

n=1

N

Anej�nej�in��0�. �14�

Figure 6 displays the measured directivity patterns for both
without-bar and with-bar conditions for the alumina bar ar-
ray at 50 kHz. The patterns displayed in Fig. 6 are normal-
ized with respect to their maxima to allow comparison of
relative side lobe and grating lobe levels. The measured pat-
terns for the alumina bar array show distinct peaks at the
coincidence angles relative to the no-bar patterns, due to the
high degree of sound transmission at the coincidence angles,
as predicted in Sec. II. However, at 50 kHz for the alumina
bar array, there is a clear reduction in level at the grating
lobes. The alumina bar array patterns at 50 kHz reach the
measurement system noise floor, approximately between

35 and 
40 dB in the normalized plots given in Fig. 6, at
large angles �
�60°
; thus the true reductions in level at
these large frequencies cannot be deduced.

Another convenient way to display the directivity pat-
tern data is to plot the directivity patterns for various steer
angles as slices in a three-dimensional surface plot.34,35 This
display format allows one to analyze the effect of the inser-

FIG. 5. �Color online� Photograph of the alumina bar array module used in
experiments.

FIG. 6. �Color online� Measured far-field patterns for the alumina �AA� bar
array with and without the bar. �a� 50 kHz and �0=0°. �b� 50 kHz and �0

=15°.
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tion of the bar/plate across many steer angles at the same
time. Figure 7 displays directivity pattern surface plots for
the alumina bar array, at frequencies of 45 and 50 kHz. The
grating lobe ridge in both figures is reduced or at least bro-
ken up at steer angles less than �20°. Also, there is an ap-
parent increase in sensitivity at the expected coincidence
angles indicated by the black horizontal lines in the figure.

B. Frequency response measurements and
simulations

On-axis frequency response measurements were made
with the AUT lowered into one end of the water tank. The
total receive response from the AUT was recorded as the
source transducer was swept up in frequency. Frequency re-
sponse measurements were made for the AUT without a bar
and then again with a bar and these results are given in Fig.
8. Equations �8� and �12� are evaluated and also plotted in
Fig. 8. The presence of the alumina bar introduces a 5–10 dB
transmission loss across the frequency range. Also, the inser-
tion of the alumina bar reduces the 26 kHz resonance in the
no-bar frequency response and tends to flatten out the overall
response. The on-axis frequency response simulations pre-
dict trends found in the measured data, though they do not
match the levels correctly. The reason for the model’s over-
estimation of the measured data is unknown. Certain features
of the model seem to be shifted down in frequency—note
that the knees in the model’s prediction at 18 and 34 kHz

should match the knees in the measured data at 23 and 42
kHz. The equivalent circuit model includes some low fre-
quency approximations, particularly in the model of the
transducers, that explain the discrepancies above 50 kHz.
While the equivalent circuit modeling shows some promise
in modeling frequency response data, further work must be
done to improve the modeling, such as using waveguide
T-networks to model the transducer’s components.

IV. CONCLUSION

This study represents the first attempt to advantageously
utilize a plate to provide angular dependent sound transmis-

FIG. 7. �Color online� Directivity pattern surface plots for the alumina bar array at 45 kHz ��a� and �b�� and at 50 kHz ��c� and �d�� without the bar ��a� and
�c�� and with the bar ��b� and �d��. The main lobe ridge is identified by the black dashed lines. The grating lobe ridges are also identified. The coincidence
angles are identified by the solid black lines.

FIG. 8. �Color online� Frequency response comparison plots for the alumina
�AA� bar array. The plot displays data and the equivalent circuit model
results for the array with and without a bar in place.
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sion filtering of array patterns above the plate’s critical fre-
quency �the supercritical frequency region�. This study has
shown that grating lobes can be reduced due to the insertion
of a high stiffness to mass ratio supercritical plate. In addi-
tion to reducing grating lobes, the relative stop band trans-
mission loss serves to increase the pattern directivity and
suppress levels at large angles where flow noise can be prob-
lematic. Use of a plate as an angular filter does restrict steer-
ing between the positive and negative coincidence angles.
The presence of the plate causes an insertion loss of the main
lobe level and a relative increase in transmission in side
lobes levels at the coincidence angles; both of these effects
depend on the mass per unit area of the plate.

This study has found that while grating lobe levels can
be significantly reduced, a practical material has yet to be
found for the specific array configuration used. Typical re-
ductions of 10 dB have been found in the grating lobe level
�though the reduction depends on the steer angle of interest�,
while typical increases of 8 dB were found in the side lobe
level at �30°. The alumina material tested in this study did
not provide optimal results from a practical standpoint, but
the physics behind this technique has provided compelling
evidence that this technique will succeed in reducing grating
lobe levels when a plate is developed which possesses a
higher stiffness to mass ratio than currently available mate-
rials.
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Guided waves in a free isotropic plate �symmetric Sn and antisymmetric An Lamb modes� exhibit a
resonant behavior at frequencies where their group velocity vanishes while their phase velocity
remains finite. Previous studies of this phenomenon were limited to isotropic materials. In this
paper, the optical generation and detection of these zero-group velocity �ZGV� Lamb modes in an
anisotropic plate is investigated. With a circular laser source, multiple local resonances were
observed on a silicon wafer. Experiments performed with a line source demonstrated that the
frequency and the amplitude of these resonances depend on the line orientation. A comparison
between experimental and theoretical dispersion curves for waves propagating along the �100� and
�110� directions of the silicon crystal verified that these resonances occur at the minimum frequency
of the S1 and A2 Lamb modes. Simulations indicated that it is possible to deduce the three elastic
constants of the plate material with good accuracy from these measurements.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3167277�

PACS number�s�: 43.40.Dx, 43.35.Yb, 43.20.Mv �YHB� Pages: 620–625

I. INTRODUCTION

Lamb waves are frequently used in the ultrasonic char-
acterization of thin plates. Most approaches proposed in the
literature use the dispersion characteristics of these waves to
extract the mechanical properties or thickness of a given
plate. Laser-based ultrasonic techniques are particularly at-
tractive for exciting and detecting Lamb waves due to the
fact that remote measurements can be made without the need
for a coupling media.1,2 In the simplest case, a pulsed laser
source focused to a point or a line is used to excite broad
band Lamb waves that are detected after a given propagation
distance using an optical interferometer.3–6 Lamb waves of a
given wavelength can be excited by the interference of two
laser sources, creating a sinusoidal intensity pattern on the
sample surface.7,8 The laser source may also be scanned over
the sample surface to preferentially launch Lamb waves with
a phase velocity matching the velocity of the moving
source.9 In both cases, the phase velocity is measured as a
function of frequency to extract material property informa-
tion, and a moderate propagation distance is required to mea-
sure the velocities with sufficient accuracy.

Recently, a new approach that allows for local measure-
ments of the elastic properties or thickness of various plates
was demonstrated. It is based on the excitation by a laser
source of a sharp resonance at the minimum frequency of the

first symmetric S1 Lamb mode, where the group velocity of
the mode goes to zero while the phase velocity remains fi-
nite. The laser source can be either an amplitude-modulated
laser that generates Lamb waves at a particular frequency10

or a pulsed laser that excites the resonant response in the
time domain.11 The plate vibration can then be measured at
the excitation point on the sample surface using an optical
interferometer. The remarkably high quality factor at mega-
hertz frequencies of these zero group velocity �ZGV� reso-
nances can be used for mapping nanometer scale thickness
variations in thin plates as well as for the local measurement
of material properties.12 In addition to laser-based excitation,
Holland and Chimenti13 observed a strong transmission of
air-coupled ultrasound at the S1 ZGV resonance frequency in
millimeter thick plates. Gibson and Popovics14 also demon-
strated that resonance observed in concrete during impact-
echo testing corresponds to the S1 ZGV Lamb mode.

Previous experimental studies of the S1 ZGV resonance
phenomena have been limited to isotropic materials. In this
paper, the authors extend this analysis to anisotropic materi-
als and study the local, transient response of a thin silicon
plate to pulsed laser heating. Anisotropic plates, often com-
prised of either single crystal or composite materials, are
employed for a multitude of applications in, for example, the
aerospace, defense, microelectronic, and medical device
industries.15 The ZGV resonance differs markedly in aniso-
tropic media in that the ZGV resonance frequency itself
shows directional dependence. The excitation laser source
shape can be selected to excite a band of resonance frequen-

a�Author to whom correspondence should be addressed. Electronic mail:
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cies over all propagation angles in the sample or to excite a
narrow ZGV resonance in a given direction. A laser line
source, for example, can be used to generate a sharp ZGV
resonance in the direction perpendicular to the line. In this
case, the ZGV resonance frequency can be “tuned” by rotat-
ing the excitation laser line source with respect to the
sample. Laser generated ZGV resonance can be utilized for
the local and noncontact nondestructive characterization of
anisotropic plates.

II. ZGV LAMB MODES

The propagation of Lamb waves �frequency f , wave-
length �� is represented by a set of dispersion curves in the
angular frequency ��=2�f� and the wave number �k
=2� /�� plane.16 It is judicious to use variables normalized to
the plate thickness d, such as the frequency thickness product
fd=�d /2� and the thickness to wavelength ratio d /�
=kd /2�. A silicon crystal of cubic symmetry is characterized
by three elastic constants: c11=165.6 GPa, c12=63.9 GPa,
c44=79.5 GPa, and a mass density �=2329 kg /m3. Figure 1
shows, for a �001�-cut silicon plate, the dispersion curves of
the lower order symmetric and antisymmetric modes calcu-
lated with the software DISPERSE.17 Curves were calculated
for propagation directions along the �100� axis �azimuth
angle �=0°� and the �110� axis ��=45° �. For other direc-
tions, dispersion curves of a given mode lie inside the bundle
delimited by these curves. The lowest order symmetric �S0�
and antisymmetric �A0� modes originate at zero frequency,
while all higher modes originate at a cut-off frequency fc

associated with either the longitudinal �VL� or shear �VT�
wave velocity in the �001�-plate thickness direction:

VL = �c11/� = 8433 m/s,

VT = �c44/� = 5843 m/s. �1�

It can be observed that for high order modes, the group
velocity Vg=d� /dk vanishes at k=0, giving rise to a thick-
ness resonance at the cut-off frequency. In addition, the
group velocity of the first symmetric �S1� and second anti-

symmetric �A2� Lamb modes also vanishes for finite values
of the wave number and wavelength �k0=2� /�0�. At these
ZGV points the acoustic energy, which cannot propagate in
the plate, is trapped in the vicinity of the source. For the S1

ZGV mode: �0=3.50d and 3.80d in the �100� and �110�-
directions, respectively. Thus, the vibration at the minimum
frequency f0 is localized in a region of dimension �0 /2 ap-
proximately equal to twice the plate thickness. While this
behavior is similar to that of an isotropic material,12 an im-
portant distinction is that f0 is dependent on the propagation
direction. It has been shown on isotropic plates that the re-
sulting local resonance can be efficiently excited by a laser
pulse and optically detected by a sensitive interferometer.10

III. EXPERIMENTAL RESULTS

Experiments were carried out on a commercially avail-
able silicon wafer of thickness d=525�5 �m and diameter
equal to 125 mm. Lamb waves were generated in the ther-
moelastic regime by a Q-switched Nd:YAG �yttrium alumi-
num garnet� laser �optical wavelength �=1064 nm� provid-
ing pulses having a 20-ns duration and 4-mJ of energy. The
spot diameter of the unfocused beam is equal to 1 mm. Lamb
waves were detected by a heterodyne interferometer18

equipped with a 100-mW frequency doubled Nd:YAG laser
�wavelength �=532 nm�. This interferometer is sensitive to
any phase shift along the path of the optical probe beam
reflected by the moving surface. The contribution due to the
local vibration of the plate is proportional to the component
u of the mechanical displacement in the x-direction normal
to the surface:

	
u =
4�

�0
u . �2�

In many experiments the source and detection points are su-
perimposed. The laser energy absorption heats the air in the
vicinity of the surface and produces a variation 	n of the
index along the optical path of the probe beam �0�x�L�.
The resulting phase shift:

	
n =
4�

�0
�

0

L

	n�x�dx �3�

induces a very large low frequency voltage, which saturates
the electronic detection circuit. This spurious thermal effect
is eliminated by interposing a high-pass filter having a cut-
off frequency equal to 1 MHz. The calibration factor for me-
chanical displacement normal to the surface �10 nm /V� was
constant over the detection bandwidth �1–20 MHz�. Signals
detected by the optical probe were fed into a digital sampling
oscilloscope and transferred to a computer.

Figure 2�a� shows that the first 50 �s of the acoustic
signal exhibit a series of maxima and minima regularly
spaced by 3.3 �s, which reveals the existence of frequency
beats. The frequency spectrum in Fig. 2�b�, obtained from
the whole signal �300 �s�, is composed of two parts: a
spread spectrum in the low-frequency range, corresponding
to the non-resonant A0 mode, and several sharp peaks. Tak-
ing into account the minimum frequency of the S1 and A2

branches in Fig. 1 and the nominal plate thickness �d
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FIG. 1. �Color online� Dispersion curves in the �� ,k�-plane for Lamb waves
propagating in a silicon plate of thickness d along the �100� axis �solid lines�
and the �110� axis �dashed lines�. Vertical arrows correspond to ZGV modes,
and horizontal ones to thickness resonance frequencies.
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=0.525 mm�, peaks around 8 and 15 MHz can be ascribed to
the ZGV resonance of S1 and A2 modes, respectively. Since
the spectrum of the incident laser pulse is limited to 18 MHz,
the excitation of the A2 mode is less efficient than that of the

S1 mode. An expanded view of the frequency spectrum in the
vicinity of the S1 mode is shown in Fig. 2�c�. The central part
is composed of three sharp peaks. The quality factor Q
=2500, deduced from the relative bandwidth �Q= f /	f�, is
limited by the acquisition time. The peak at 8.03 MHz cor-
responds to the thickness resonance at the S1 mode cut-off
frequency fc=VL /2d, with VL=8433 m /s and d=0.525 mm.
In previous experiments on metallic plates,11 the thickness
mode resonance was not observed. Since silicon is partially
transparent to near infrared radiation, the absorption of the
YAG laser energy below the plate surface favors the genera-
tion of longitudinal waves and thus the excitation of the
thickness extensional vibration. The amplitude modulation of
the acoustic signal results from the beating of the S1 thick-
ness and ZGV modes. From the theoretical values of the
minimum frequencies,

f0�100�d = 4.044 MHz mm,

f0�110�d = 4.069 MHz mm, �4�

for the �100� and �110� propagation directions, respectively,
it appears that the other two peaks at 7.71 and 7.75 MHz
correspond to the ZGV resonances for the S1 mode in these
directions. The laser source thus seems to preferentially ex-
cite local resonance for Lamb modes propagating in these
directions. In order to confirm this hypothesis, the authors
conducted another experiment where the point laser source
used for Lamb wave excitation was replaced with a narrow
line source.

A beam expander ��7.5� and a cylindrical lens �focal
length 200 mm� were used to enlarge the laser beam and
focus it to a narrow line on the plate surface. The optical
energy distribution was close to a Gaussian and the absorbed
power density was below the ablation threshold. The full
length of the source at 1 /e of the maximum value was found
to be 12 mm and the width was estimated to be 0.3 mm. The
plate was rotated from �=0° –360° in 1° steps and for each
position the mechanical displacement was measured in the
middle of the line. Figure 3�a� is a B-scan of the spectrum
from 7.7 to 8.1 MHz. As expected, the thickness resonance
frequency is independent of the line orientation. The ZGV
resonance frequency, on the other hand, oscillates with a 90°
period from the minimum value at �=0° to the maximum
value at �=45°. A 50-kHz frequency tuning can be achieved
by rotating the line source.

The polar plot in Fig. 3�b� shows the amplitude of the
ZGV resonance as a function of angle ��� and maxima are
observed at �=0° and 45° �and crystallographically equiva-
lent directions�. The authors assume that this effect could be
explained by the deviation of the acoustic energy vector. In
an anisotropic medium, the acoustic ray is normal to the
slowness surface and, generally, is not collinear to the wave
vector k. Figure 4 shows the slowness curve, i.e., the varia-
tions of the inverse of the S1 ZGV phase velocity:
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FIG. 2. �Color online� Point laser source. �a� Signal generated by the pulsed
laser on a thin silicon plate and detected at the same point by the optical
probe. �b� Frequency spectrum of the optically measured displacement from
0 to 18 MHz. �c� Expanded view of the S1 ZGV mode resonances and thick-
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1

V0
=

k0

2�f0
, �5�

plotted as a function of the propagation direction. The devia-
tion of the energy velocity vector Ve from the wave vector

vanishes for �=0° and 45° and reaches 10.1° for the direc-
tion �=22.5°. In order to check that the acoustic beam is
tilted, the amplitude of the resonances was measured along a
line parallel to the source at a distance equal to 10 mm.
Figure 5 is a frequency B-scan ��10 mm apart from the
center of the line source� in the �100� and in the intermediate
��=22.5° � directions. As the thickness resonance is not sen-
sitive to the plate anisotropy, the upper line in the plot is not
deviated from the normal to the line source. Conversely, the
lower line in Fig. 5�b� shows that the energy distribution of
the ZGV resonance is shifted by 2.2 mm, corresponding to a
beam deviation angle equal to about 12.4°, slightly higher
than the expected value.

It was previously demonstrated that the ZGV resonance
results from the interference of the two waves generated in
opposite directions with comparable amplitudes by the line
source.19 Owing to the negative slope of the S1 mode disper-
sion curve for k�k0 �Fig. 1�, these two counter-propagating
modes have the same �small� group velocity. The standing
wave pattern is oriented along the propagation direction of
the acoustic energy. In an anisotropic plate and in noncrys-
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tallographic directions, the authors expected that the beam
deviation reduces the efficiency of the interference and thus
the amplitude of the ZGV resonance.

In order to identify the ZGV modes, they have measured
the dispersion curves. For a given orientation of the line laser
source, the distance r of the optical probe beam was varied
from 0 to 12 mm in 0.1 mm steps. At each source to receiver
distance, the normal displacement u�r , t� was recorded dur-
ing 100 �s with a 100 MHz sampling frequency. The mea-
sured signals are time Fourier transformed into U�r , f�. At
each frequency, a spatial Fourier transform provides the
spectrum in the time and spatial frequency domain:

Ū�k, f� =� U�r, f�eikrdr . �6�

The spatial frequencies of the acoustic modes were deter-
mined by identifying the peaks in the power spectrum. Ap-
plying this procedure from 7.7 to 8 MHz allows us to plot
the dispersion curves for the S1 Lamb mode. The phase ve-
locity dispersion curves for �100� and �110� propagation di-
rections are shown in Figs. 6 and 7, respectively. Taken into
account the small frequency range �300 kHz�, experimental
points are very close to the theoretical curves calculated for a
plate thickness d=0.5235 mm. The maximum difference be-
tween theory and experiments �10 kHz� is on the order of the
frequency resolution. As expected, the dispersion curves
measured for other directions ��=22.5°, for example� lie in
between the curves calculated for �100�- and �110�-axis �Fig.
8�.

The same signal processing was applied to the experi-
mental data for frequencies around 15 MHz. Figure 9 shows
that the high frequency peak in Fig. 2�b� can be ascribed to
the minimum frequency of the A2 Lamb mode. Due to the
small signal to noise ratio, only the Fourier components
close to the minimum frequency can be extracted from the
experimental data. Nevertheless this ZGV mode is of great
interest for the determination of the plate material properties.
Simulations giving the shift in the resonance frequency for a

1% relative change of the elastic constants indicate that the
S1 ZGV Lamb mode is not sensitive to the variations of c12.
Conversely, the A2 ZGV mode is very sensitive to the varia-
tions of c44 and relatively sensitive to a c12 change. The
elastic constant c11 can be deduced directly from the thick-
ness resonance frequency. Assuming a 15 kHz resolution in
the frequency measurement, it is possible to determine c44

and c12 with 0.1% and 0.5% uncertainties, respectively, from
the phase velocity dispersion curves in the minimum fre-
quency region. The inversion of the dispersion data for a
complete determination of the silicon elastic moduli is be-
yond the scope of this paper and may be accomplished fol-
lowing the approaches proposed in the literature.20,21

IV. CONCLUSION

The authors analyzed the mechanical response of a sili-
con plate to an excitation by a laser pulse focussed into a
circular or a line source. The displacement normal to the
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perpendicular to the �100� direction. Experimental points �circles� are com-
pared with the theoretical curves computed for the S1 Lamb mode propagat-
ing along �100�- and �110�-directions.
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FIG. 7. �Color online� Phase velocity dispersion curves for a line source
perpendicular to the �110� direction. Experimental points �circles� are com-
pared with the theoretical curves computed for the S1 Lamb mode propagat-
ing along �100�- and �110�-directions.
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FIG. 8. �Color online� For a line source perpendicular to the 22.5° direction,
experimental data �circles� lie in between the curves computed for the S1

Lamb mode propagating along �100�- and �110�-directions.
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plate surface was measured close to the source by a sensitive
interferometer. This noncontact setup allows us to recover
sharp peaks corresponding to the resonance of both thickness
mode and ZGV Lamb modes. In contrast to the thickness
resonance, ZGV resonances at the minimum frequency of
Lamb mode dispersion curves are sensitive to the anisotropy
of the plate material. Their amplitude and frequency depend
on the orientation of the laser line source. In nonsymmetry
directions and for a finite line source, the standing wave
pattern resulting from the interference of the two counter-
propagating waves is tilted from the normal to the line
source. For the S1 and A2 ZGV Lamb modes, the minimum
frequency is clearly identified from the comparison between
experimental and theoretical dispersion curves. With an ap-
propriate inversion algorithm, it should be possible to deter-
mine from these measurements the three elastic constants of
the plate material with excellent accuracy.
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This study investigates the association between night time road traffic noise exposure �Lnight� and
self-reported sleep problems. Logistic regression was performed in a large population based cohort
study �GLOBE�, including over 18 000 subjects, to study the association between exposure at the
dwelling façade and sleep problems. Measures of sleep problems were collected by questionnaire
with two questions: “Do you in general get up tired and not well rested in the morning?” and “Do
you often use sleep medication or tranquilizers?” After adjustment for potential confounders, a
significant association was found between noise exposure and the risk of getting up tired and not
rested in the morning. Although prevalence of medication use was higher at higher noise levels
compared to the reference category �Lnight�35 dB�, after adjustment for covariates this association
was not significant. Long-term road traffic noise exposure is associated with increased risk of
getting up tired and not rested in the morning in the general population. This result extends the
earlier established relationship between long-term noise exposure and self-reported sleep
disturbance assessed with questions that explicitly referred to noise and indicates that road traffic
noise exposure during the night may have day-after effects.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3158834�

PACS number�s�: 43.50.Qp, 43.50.Lj, 43.50.Rq �BSF� Pages: 626–633

I. INTRODUCTION

Undisturbed sleep is important for human functioning.
During sleep, people recover mentally and physically from
their activities and process information they have acquired
during the day �Siegel, 2005; Marshall and Born, 2007;
Drosopoulos et al., 2007�. Insufficient sleep is associated
with feelings of sleepiness and fatigue during the daytime
�Scott et al., 2007; Elmenhorst et al., 2008� and with de-
creased cognitive performance �Carter, 1996; Ouis, 1999;
Raidy and Scharff, 2005, Murphy et al., 2006�. Furthermore,
sleep deprivation has been associated with changes in physi-
ological parameters, such as metabolic and endocrine func-
tion �Spiegel et al., 1999�, altered cardiac autonomic nervous
system activity �Holmes et al., 2002�, and reduced acute im-
mune system responses during stress �Wright et al., 2007�.

One of the key features of subjective sleep quality is morn-
ing tiredness �Harvey et al., 2008�. Complaints of non-
restorative sleep �not feeling rested after sleep for at least
three to four times a week� have been shown to be correlated
with daytime impairment such as irritability and mental fa-
tigue �Ohayon, 2005�.

Environmental noise may disturb recuperation by acti-
vating the organism during sleep. Transportation is a prolific
source of environmental noise during the night time in urban
areas and has been identified as a major cause of sleep dis-
turbance �Berglund et al., 1999; Muzet, 2007�. Exposure to
transportation noise has been shown to induce both objec-
tively measured and self-reported sleep disturbance �e.g.,
Pearsons et al., 1995; Aasvang et al., 2008; Basner et al.,
2006; Michaud et al., 2007; Miedema and Vos, 2007�. Con-
sidering the continuing growth of vehicular traffic and the
large number of people exposed, disturbance of sleep by road
traffic noise has become an increasingly important cause of
concern.

a�Author to whom correspondence should be addressed. Electronic mail:
yvonne.dekluizenaar@tno.nl
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Effects of night time road traffic noise exposure on as-
pects of sleep have been found in both laboratory studies and
in field studies with subjects exposed to habitual noise in
their home situation �Passchier-Vermeer and Passchier, 2000;
Franssen and Kwekkeboom, 2003; HCN, 2004�. The ob-
served effects include awakenings or sleep stage changes
�Carter et al., 1994�, autonomic responses �Di Nisi et al.,
1990; Hofman et al., 1995; Griefahn et al., 2008; Graham
et al., 2009�, body movements �Horne et al., 1994;
Passchier-Vermeer et al., 2007�, and self-reported noise-
induced awakenings, difficulty falling asleep, and reduced
sleep quality �Öhrström, 2000; Öhrström et al., 2006a;
Passchier-Vermeer et al., 2007; Marks and Griefahn, 2007�.
While awakening reactions may be subject to habituation
�Thiessen and Lapointe, 1983; Öhrström, 2000�, traffic noise
has been found to induce cardiac responses and motility in
people who have lived in the vicinity of a major road for
years �Hofman et al., 1995; Passchier-Vermeer et al., 2007�.
Furthermore, long-term effects of road traffic noise have
been found on self-reported noise-related sleep disturbance
and general sleep quality, as reported in questionnaires
�HCN, 2004; Bluhm et al., 2004�, although few studies ad-
justed for potential confounders �Franssen and Kwekke-
boom, 2003�. On the basis of the pooled original data sets
from 24 community surveys, exposure-effect relationships
have been presented for the association between long-term
night time transportation noise exposure and self-reported
noise-related sleep disturbance �Miedema and Vos, 2007�. In
addition, some field studies have found next-day effects,
such as tiredness in the morning and depressed mood as in-
dicated in sleep logs, as well as poorer performance on reac-
tion time tasks �Carter, 1996; Ouis, 1999; HCN, 2004�.

Thus, there seems to be sufficient evidence that long-
term traffic noise exposure is associated with self-reported
noise-related sleep disturbance. However, little is known
about the impact of long-term road traffic noise exposure on
problems related to sleep such as morning tiredness and
medication use. Although several field studies have been car-
ried out �e.g., Öhrström, 1989; Öhrström and Skanberg,
2004; Passchier-Vermeer et al., 2007�, few epidemiological
studies have assessed the relationship between long-term ex-
posure to residential road traffic noise and sleep problems in
the general population �e.g., Langdon and Buller, 1977;
Kageyama et al., 1997; Bluhm et al., 2004�. Furthermore, in
previous studies, results may, to some extent, have been dis-
torted by limitations in the study sample �e.g., non-random
selection or relatively small sample�, exposure assessment,
or control for potential confounders. Moreover, in field stud-
ies and surveys designed specifically to investigate the com-
munity effects of noise, participants were usually aware of
the noise focus of the study, and their response to questions
concerning aspects of sleep may have been biased by their
attitude toward the local road traffic exposure. The objective
of the present study is to investigate the relationship between
night time road traffic noise exposure �Lnight� and self-
reported sleep problems in a population based cohort study.
As far as the authors know, this study is the first to investi-
gate the relationship between night time road traffic noise
exposure and morning tiredness and sleep medication use in

such a large population based sample. In this study, objective
measures are used for noise exposure, and odds ratios �ORs�
are studied with adjustment for a broad spectrum of potential
confounders. Furthermore, since the population study and
questionnaire were not directed toward studying the effect of
noise and noise exposure was determined independently, the
subjects’ attitude toward the local road traffic exposure is
unlikely to have affected the results.

II. METHODS

A. Study population

The GLOBE study is a prospective cohort study carried
out in the Netherlands, with the primary aim of explaining
socio-economic inequalities in health. GLOBE is the Dutch
acronym for Health and Living Conditions of the Population
of Eindhoven and surroundings. Baseline data were collected
in 1991. Details of the study protocol have been described
elsewhere �Mackenbach et al., 1994� and will only be briefly
summarized here.

In 1991, an a-select sample �stratified by age, degree of
urbanization, and socio-economic position� of 27 070 non-
institutionalized subjects �aged 15–74 years� was drawn from
18 municipal population registers in the south-eastern part of
The Netherlands and was asked to participate in the study.
With a response rate of 70.1%, baseline information was
collected from 18 973 individuals using a postal question-
naire. The area of study included the city of Eindhoven,
which was the fifth largest city of The Netherlands in 1991.

B. Health outcome and covariates

The data collection comprised a broad range of potential
confounders including sociodemographic variables �age,
gender, marital status, and education�, lifestyle factors
�smoking, alcohol use, physical activity, and body mass in-
dex �BMI��, and living conditions �employment status and
financial problems�. Data for measures of sleep problems
were available from the following questions in the question-
naire: “Do you in general get up tired and not well rested in
the morning?” and “Do you often use sleep medication or
tranquilizers?” The response format is “yes” or “no.”

C. Noise exposure

The road traffic noise exposure of the subjects was cal-
culated at the most exposed façade of the baseline home
address with standard method SKM2 in accordance with re-
quirements of the EU Environmental Noise Directive �END�.
For the analyses, the authors used the EU standard noise
metric Lnight. Lnight �night level� is defined as the A-weighted
“average” sound level �International Standards Organization,
2002� over a year during the period 23–7 h assessed at the
façade of a dwelling with the highest overall exposure �i.e.,
most exposed façade�. SKM2 is the sophisticated version of
The Netherlands’ standard method for noise modeling and
producing noise maps in compliance with the END �VROM,
2006�. SKM2 is implemented in Urbis �Borst and Miedema,
2005� that was used here for the exposure calculations. Noise
calculations are carried out in two steps, calculating first the
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emission and then the transmission. The emission calcula-
tions take into account traffic characteristics, including traffic
intensities, traffic composition �percentage motorbikes, light
duty, medium duty, and heavy duty vehicles�, speed, road
height, and road surface type. The transmission calculations
take into account the distance between source �road� and
dwelling façade, air attenuation, effects of �yearly� meteo
conditions, ground attenuation, object screening, reflection of
objects opposite the dwelling, and statistical diffraction for
transmission. Noise exposure is calculated at the height of
the center of the dwelling façade of the exposed subject.
Very low noise exposure levels �below 35 dB�A�� were re-
coded as 35 dB�A� since this can be considered to be a lower
limit of the night time ambient noise in most surroundings
involved.

Input data for the noise emission calculations were a
detailed digital map describing the geographic location of
roads and the traffic characteristics for each road segment
�including traffic intensities for each vehicle category, speed,
and road surface type�, provided by the local authorities of
Eindhoven for the current situation �2004�. Although traffic
intensities may have increased, the road network is assumed
to be rather stable, with only small �if any� but equal changes
in noise exposure across the population. Traffic data were
attached as attributes to the road segments for a dense net-
work of roads, including highways, arterial roads, main
streets, and principal residential streets.

Basis for the noise transmission calculations was digital
maps with precise information on geographic location of
buildings and ground characteristics �Topographic Service
data �TOP10�� provided by The Netherlands Ministry of
Housing, Spatial Planning and the Environment �VROM�/
Directoraat-Generaal Ruimte �DGR�. Building height was
derived from the Actual Height Information Netherlands, a
5�5 m2 grid with height information based on laser altim-
etry. The geographic location of noise screens with their
height was provided by the local authorities of Eindhoven.
The geographical location of dwellings within the building
contours �Topographic Service data �TOP10�� was identified
with the use of address coordinates.

D. Statistical analysis

Logistic regression was performed to investigate the as-
sociation between night time residential road traffic noise
exposure �Lnight� and self-reported sleep problems �getting up
tired and not well rested in the morning and the use of sleep
or tranquilizing medication�. Estimated ORs are presented as
approximation of relative risks, together with their corre-
sponding 95% confidence intervals �CIs�.

In the model, factors were included that were hypoth-
esized a priori to potentially confound the relationship be-
tween traffic exposure and sleep problems. These variables
are age, sex, BMI, physical activity, marital status, employ-
ment status, financial problems, alcohol use, smoking, and
self-reported level of education. A P value of at most 0.05
was considered to be significant; a P value of 0.05–0.1 was
considered an indication of a relationship.

Age was entered as a continuous variable, while gender,
BMI, physical activity, marital status, employment status, fi-
nancial problems, alcohol use, smoking, and education were
entered as categorical variables. BMI �bodyweight divided
by height squared� was categorized into four groups �under-
weight �BMI�20�, normal weight range �BMI 20–25�, over-
weight �BMI 25–30�, and obese �BMI�30��. Physical activ-
ity was available in four categories �none, little, moderate,
and much physical activity�. Marital status was categorized
into four groups �married or living together, unmarried, di-
vorced, widow/widower�. Employment status was catego-
rized in three categories, including “unemployed.” Three cat-
egories of financial problems were distinguished �no
difficulty, some difficulty, and large difficulty�. Alcohol use
was categorized into three groups �moderate, abstainer, and
excessive�. Data on smoking were available from the follow-
ing question in the questionnaire: “Do you smoke?” The re-
sponse format is as follows: “Yes,” “No, but I have smoked
in the past,” “No, I never smoked,” coded in three categories
�current smoker, former smoker, and never smoker�. Highest
attained level of education was distinguished into four differ-
ent categories �primary education, lower professional and in-
termediate general education, intermediate professional and
higher general education, and higher professional education
and university�.

A sensitivity analysis was carried out to explore the ef-
fect of the inclusion of additional variables. In this analysis,
a measure of occurrence of major life events, number of
children living at home, and measures of cold or draught
�answer categories: yes or no� and dampness �answer catego-
ries: yes or no� inside the dwelling were taken into account
in the model in addition to age, sex, BMI, exercise, marital
status, work situation, financial difficulties, smoking, alcohol
use, and education. For major life events, a sum-score was
used as the number of times respondents answered “yes” to
one of nine questions on occurrence of major life events
experienced during the last 12 months. These events in-
cluded �1� moving house; �2� substantial decrease in finan-
cial situation; �3� being the victim of a serious crime �rob-
bery, theft, physical abuse, or rape�; �4� becoming
unemployed; �5� partner or other family member �member of
household� becoming unemployed; �6� serious disease of
partner or family member �member of household� or parents

FIG. 1. Distribution of long-term average road traffic noise �Lnight� �dB�
exposure at the 1991 home address.
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�in law�; �7� death of partner; �8� death of parent �in law�,
child, brother of sister or close friend; and �9� divorce.

Missings in potential confounding variables �the per-
centage of missings for all confounding variables was below
5.6 %� were imputed, replacing the missing values with the
most common category. All analyses were performed with
SPSS �Version 11.0.1�.

III. RESULTS

Figure 1 shows the distribution of subjects over night
time road traffic noise exposure classes �Lnight� for the
GLOBE study sample at their 1991 home address. The spa-
tial variation in road traffic noise exposure is substantial and
shows a difference in exposure between the lowest and high-
est 5% of dwellings exceeding 20 dB �Lnight�, ranging from
about 35 dB �urban background� to more than 55 dB �Lnight�
in the vicinity of roads.

Table I shows the distribution of the total study sample
over the road traffic noise exposure categories. Before ad-
justment for potential confounders, the prevalence of both
markers of sleep problems �getting up tired and not rested in

the morning; use of sleep or tranquilizing medication� seems
higher at higher night time noise levels �Fig. 2�.

As shown in Table II and Fig. 3, in the GLOBE study
sample an association was found between road traffic noise
exposure �Lnight� and getting up tired and not rested in the
morning. Compared to the reference category �Lnight

�35 dB�, the OR was higher in all higher noise exposure
categories. The ORs were found to increase with increasing
noise level but showed a slight decrease in the highest expo-
sure category. Overall, an OR of 1.08 was found �95% CI:
1.02–1.14� per 10 dB increase in Lnight. A sensitivity analysis
was carried out to explore the effect of the inclusion of ad-
ditional variables. Additional adjustment for major life
events, and number of children living at home, and cold or
draught and dampness inside the dwelling did not substan-
tially affect the association for night time road traffic noise
and getting up tired and not rested in the morning.

While the unadjusted results indicate that there may be
an association between road traffic noise exposure and the
use of sleep medication or tranquilizers, after adjustment for
potential confounders this relationship was not significant.

TABLE I. Characteristics of the GLOBE cohort by road traffic noise �Lnight� �dB� exposure category �unad-
justed�.

Lnight �dB� �35 35–40 40–45 45–50 �50
N 2547 5514 4325 2742 3085
Age �year� 45.7 46.8 47.9 48.3 49.0
Sex: male �%� 49.6 48.3 48.3 47.6 48.3
BMI �QI�30� �%� 5.3 6.3 6.4 6.2 5.8
Physical activity: much �%� 35.1 33.0 32.7 33.1 30.8
Marital �married/living together� �%� 74.2 74.6 75.4 72.8 67.8
Work situation: unemployed �%� 9.9 10.4 10.8 8.7 10.9
Financial: much difficulty �%� 4.7 4.7 4.3 3.6 3.6
Smoking �%� 35.8 37.2 35.7 35.0 36.9
Alcohol use: excessive �%� 8.8 8.0 7.8 7.8 9.0
Education low �%� 18.3 21.0 22.3 20.5 22.6
Not rested in the morning �%� 17.9 19.4 20.3 21.0 20.2
Sleep/tranquilizing medication �%� 5.4 6.6 6.9 7.1 7.3

Variables are described by means and percentages in case of dichotomous variables.
Abbreviations are BMI �body mass index� and Lnight �road traffic noise–night time noise level� �dB�.

FIG. 2. Prevalence of self-reported sleep problems in subjects of the GLOBE study sample in relation to night time road traffic noise exposure at the home
�Lnight� �dB� unadjusted for confounders.

J. Acoust. Soc. Am., Vol. 126, No. 2, August 2009 de Kluizenaar et al.: Road traffic noise and sleep problems 629



Table III shows the ORs for covariates for markers of
self-reported sleep problems �tired and not rested in the
morning; use of sleep or tranquilizing medication� in the
GLOBE study sample in the adjusted models for the associa-
tion between night time road traffic noise exposure and sleep
problems.

IV. DISCUSSION AND CONCLUSIONS

This study investigated the relationship between road
traffic noise exposure during night time and two indicators of
sleep problems: getting up tired and not rested in the morn-
ing and the use of sleep or tranquilizing medication. After
adjustment for potential confounders, a significant associa-
tion was found between road traffic noise exposure at the
home and the risk of getting up tired and not rested in the
morning. Although the prevalence of use of sleep or tranquil-
izing medication was higher at higher noise levels compared
to the reference category �Lnight�35 dB�, after adjustment
for potential confounders this association was not significant.
Thus, no evidence was found of an effect of road traffic noise
on sleep medication, although the findings do not contradict
the significant increase in prevalence with increasing aircraft
noise exposure during the late evening found by Franssen
et al. �2004�. The present finding on morning tiredness adds
to the evidence from community surveys and field studies
that long-term traffic noise is associated with self-reported
sleep disturbance �Miedema and Vos, 2007� and may ad-
versely affect self-reported sleep quality �Franssen and

Kwekkeboom, 2003�. Furthermore, the present results lend
support to earlier indications from field studies that traffic
noise may have after-effects the following day �Carter, 1996;
Ouis, 1999; Öhrström, 1989; Öhrström and Skanberg, 2004�.
In addition, the results show that noise exposure plays a role
among all possible causes of sleep problems, a conclusion
that cannot be drawn on the basis of analyses with sleep
disturbance questions explicitly referring to noise, as in
Miedema and Vos �2007�. Night time road traffic volume has
previously been shown to be a risk factor for insomnia, and
the prevalence of morning tiredness was increased in the
insomniacs as compared to the non-insomniacs �Kageyama
et al., 1997�. The description of the different severity criteria
of insomnia �mild, moderate, and severe� includes “an al-
most nightly complaint of…not feeling rested after the ha-
bitual sleep episode” �The International Classification of
Sleep Disorders�. Since in our study night time road traffic
noise exposure was found to be associated with morning
tiredness �getting up tired and not rested in the morning�,
road traffic noise exposure may be hypothesized to induce or
aggravate symptoms of insomnia.

A slight decrease in relative risk estimate was found for
the highest noise exposure category. Similar to these find-
ings, Öhrström et al. �2006a� found a decreasing effect of
Lnight on self-reported sleep quality in the highest noise cat-
egory, which they attributed to the increased tendency to
sleep with closed windows. In a field study by Griefahn et al.
�2000�, window closing behavior was the primary variable

TABLE II. ORs for night time road traffic noise exposure �Lnight� �dB� for markers of self-reported sleep problems �tired and not rested in the morning, use
of sleep or tranquilizing medication� in the GLOBE study sample after adjustment for potential confounders. ORs from logistic regression are shown, adjusted
for age, sex, BMI, exercise, marital status, work situation, financial difficulties, smoking, alcohol use, and education.

Group N OR Lnight�35 OR Lnight35–40 OR Lnight40–45 OR Lnight45–50 OR Lnight�50

Tired and not rested in the morning 17 821 1.00 1.08 1.18 1.26 1.15
�0.95–1.22� �1.03–1.34�a �1.09–1.45�b �1.00–1.33�a

Use of sleep or tranquilizing medication 17 855 1.00 1.14 1.16 1.21 1.15
�0.92–1.41� �0.93–1.44� �0.96–1.54� �0.92–1.45�

aSignificant relationship �P�0.05�.
bSignificant relationship �P�0.01�.

FIG. 3. ORs for night time road traffic noise exposure for markers of self-reported sleep problems �tired and not rested in the morning; use of sleep or
tranquilizing medication� in the GLOBE study sample after adjustment for confounders.
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associated with noise levels outside. A survey by Öhrström
et al. �2006b� showed that Lnight reduced both sleep quality
and sleeping with open window. Another factor that may
explain this decrease in effect is the self-selection of people
less bothered by noise, particularly in areas with very high
exposures �noise sensitive subjects moving away from high

exposure areas�. Effects of high noise exposure may be
partly masked by this selection mechanism. In addition, bet-
ter sound insulation of the dwellings of most exposed sub-
jects and choice of bedroom location away from the source
in reaction to exposure may affect relative risk estimates,
particularly in the highest noise exposure category. Unfortu-
nately, no data were available on noise sensitivity, dwelling
insulation, choice of bedroom location, or window opening
behavior to take these factors into account.

A limitation of the exposure assessment in this study is
that road traffic noise data for the current situation �2004�
were used. Unfortunately, no historic data for 1991 were
available on traffic intensity and road characteristics such as
road surface type and noise screens. Although traffic intensi-
ties may have increased, the road network is assumed to be
rather stable, with only small �if any� changes in noise expo-
sure across the population. For example, a recent study
showed that correlations between road traffic intensities for a
ten year period �1986–1996� in The Netherlands were high
��0.9� �Beelen et al., 2009�. If there is any effect of this
limitation, it may be assumed that the actual association may
be slightly stronger than found.

No data were available on noise exposures inside the
bedrooms of the respondents. Lnight at the most exposed
façade as metric characterizes the exposure on one side of
the dwelling, while the subject may sleep on another side of
the dwelling, which may be less exposed. Having access to a
quiet side of the dwelling has been found to reduce self-
reported sleep disturbance and tiredness �Bluhm et al., 2004;
Öhrström et al., 2006b�. In addition to window opening be-
havior of subjects, the difference between this outside expo-
sure level and the level inside the bedroom depends on the
insulation of the façade. However, the tendency of people to
sleep with their windows open is expected to reduce the vari-
ability in the outdoor-indoor difference.

Data for measures of sleep problems were available as
dichotomous variables �response format: “yes” or “no”�. Re-
fined measurement of the effects might have refined the find-
ings. If there would be an effect, it may be assumed that the
association found in this study may be stronger still.

Strengths of the study include a number of aspects. First,
the investigation was carried out in a large random sample
drawn from the general population. The large sample size
increases the power of the statistical analysis, while the
population based design of the study increases the possibility
to extrapolate the results to the general population, as com-
pared to studies with smaller or non-random samples. In ad-
dition, the study was carried out for a large region, including
Eindhoven City, which was the fifth largest city of The Neth-
erlands at the start of the cohort study. As a result, there was
a large variety in road traffic noise exposure, which may be
expected to be representative for urbanized areas in general.
The exposure was assessed with detailed noise models that
take into account the relevant small scale intra-urban spatial
variation in the study area. This approach reduces misclassi-
fication errors of noise exposure, which may occur in studies
where exposure is based on subjective information �e.g.,
questionnaire reporting on traffic density or annoyance�. An-
other strong point of this study was that it was not directed to

TABLE III. ORs for covariates for markers of self-reported sleep problems
�tired and not rested in the morning; use of sleep or tranquilizing medica-
tion� in the GLOBE study sample in the adjusted models for the association
between night time road traffic noise exposure and sleep problems. ORs
from logistic regression are shown.

Tired, not rested
in the morning

Sleep or tranquilizing
medication use

Covariate OR OR
Age �year� 0.99a 1.04a

Sex �female� 1.23a 1.99a

BMI
QI�20 1.00 1.00
QI 20–25 0.95 0.72a

QI 25–30 0.96 0.70a

QI�30 1.12 0.65a

Exercise
None 1.00 1.00
Little 0.71a 0.87
Moderate 0.56a 0.61a

Much 0.45a 0.55a

Marital status
Married 1.00 1.00
Unmarried 1.14b 0.98
Divorced 1.41a 1.88a

Widow�er� 1.10 1.38a

Work situation
Unemployed 1.00 1.00
Working/studying 0.56a 0.38a

Other 0.57a 0.40a

Financial
No difficulty 1.00 1.00
Some difficulty 1.43a 1.27a

Much difficulty 2.01a 1.56a

Smoking
Never 1.00 1.00
Former 1.09 1.31a

Current 1.36a 1.73a

Alcohol
Moderate 1.00 1.00
Abstainer 1.25a 1.60a

Excessive 1.05 1.16

Educationc

Category 1 1.00 1.00
Category 2 1.00 1.25
Category 3 0.98 1.32b

Category 4 1.19b 1.65a

aSignificant relationship �P�0.01�.
bSignificant relationship �P�0.05�.
cHighest attained level of education was distinguished into four different
categories �higher professional education and university, intermediate pro-
fessional and higher general education, lower professional and intermediate
general education, and primary education�.
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noise and its effects; thus no bias was introduced by subjects
being triggered to focus on road traffic noise exposure. Fi-
nally, the authors were able to minimize confounding by ad-
justing for a large range of potential risk factors in the model,
including age, sex, BMI, exercise, marital status, work situ-
ation, financial difficulties, smoking, alcohol use, and educa-
tion. A sensitivity analysis was carried out to explore the
effect of the inclusion of additional variables. Additional ad-
justment for major life events, number of children living at
home, and cold or draught and dampness inside the dwelling
did not substantially affect the association between night
time road traffic noise and morning tiredness.

In conclusion, our results show that road traffic noise
during the night is associated with after-effects: an increased
risk of subjects getting up tired and not rested in the morn-
ing. These findings add to the evidence that residential road
traffic noise exposure may cause sleep disturbance and could
be interpreted as a signal that noise-induced sleep distur-
bance has significant implications for daily life in the general
population. Furthermore, noise exposure may induce or ag-
gravate symptoms of insomnia. It therefore appears to be
important to increase awareness of transportation noise as a
factor affecting sleep. Reduction of these effects may require
specialized advice, for example, with respect to choice of
bedroom location or measures of improving the sound insu-
lation of the bedroom.
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The increasing number and size of wind farms call for more data on human response to wind turbine
noise, so that a generalized dose-response relationship can be modeled and possible adverse health
effects avoided. This paper reports the results of a 2007 field study in The Netherlands with 725
respondents. A dose-response relationship between calculated A-weighted sound pressure levels and
reported perception and annoyance was found. Wind turbine noise was more annoying than
transportation noise or industrial noise at comparable levels, possibly due to specific sound
properties such as a “swishing” quality, temporal variability, and lack of nighttime abatement. High
turbine visibility enhances negative response, and having wind turbines visible from the dwelling
significantly increased the risk of annoyance. Annoyance was strongly correlated with a negative
attitude toward the visual impact of wind turbines on the landscape. The study further demonstrates
that people who benefit economically from wind turbines have a significantly decreased risk of
annoyance, despite exposure to similar sound levels. Response to wind turbine noise was similar to
that found in Sweden so the dose-response relationship should be generalizable.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3160293�
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I. INTRODUCTION

Community noise is recognized as an environmental
stressor, causing nuisance, decreased wellbeing, and possibly
non-auditory adverse effects on health �Stansfeld and Mathe-
son, 2003�. The main sources of community noise are trans-
portation and industry. Air transport is the most annoying of
the dominant means of transport �Miedema and Oudshoorn,
2001�, though at comparable sound levels noise from road
traffic has the largest impact in terms of number of people
affected. Increasing awareness of the adverse effects of noise
has led to noise management recommendations, including
guideline values to limit health effects in various situations
�WHO, 2000� and action plans for reducing noise and pre-
serving quietness �END, 2002�, all with the aim of decreas-
ing the overall noise load. Noise impact is quantified based
on the relationship between noise dose and response, the
latter measured as the proportion of the public annoyed or
highly annoyed by noise from a specified source. Several
studies have explored the community response to transporta-
tion noise. The results of all available studies have been syn-

thesized and modeled to yield polynomials describing the
expected proportion of people annoyed by road traffic, air-
craft, or railroad noise �Miedema and Oudshoorn, 2001�.
Dose-response curves have also been modeled for noise from
industry and shunting yards �Miedema and Vos, 2004�, albeit
in relatively few studies. The Lden �day–evening–night�
noise exposure metric has been found to best describe the
noise load from these sources �Miedema et al., 2000�. This
metric is based on long-term equivalent sound pressure lev-
els assessed for different times of the day, to which penalties
of 5 dB for evening and 10 dB for nighttime hours are added.
These penalties reflect the need for quietness at specific
times of day when the background sound levels are assumed
to be lower.

Wind turbines are a new source of community noise to
which relatively few people have yet been exposed. The
number of exposed people is growing, as in many countries
the number of wind turbines is rapidly increasing. The need
for guidelines for maximum exposure to wind turbine noise
is urgent: While not unnecessarily curbing the development
of new wind farms, it is also important to avoid possible
adverse health effects. No generalized dose-response curves
have yet been modeled for wind turbines, primarily due to
the lack of results of published field studies. To the best of
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the authors’ knowledge, there are only four such studies, all
of which find different degrees of relationship between wind
turbine sound levels and annoyance: �i� a European study
carried out in Denmark, The Netherlands, and Germany
�Wolsink et al., 1993; Wolsink and Sprengers, 1993�; �ii� a
complementary Danish study �Pedersen and Nielsen, 1994�;
�iii� the first Swedish study �Pedersen and Persson Waye,
2004�; and �iv� a more recent Swedish study �Pedersen and
Persson Waye, 2007�. The sizes and heights of wind turbines
have increased over the time covered by these studies. The
1994 Danish study included 16 wind turbines of up to 150
kW nominal power with towers under 33 m high, while the
latest Swedish study included wind turbines of up to 1.5 MW
with towers up to 65 m high. Also, these studies included
mostly single wind turbines, while groups of wind turbines,
i.e., wind farms, are more common today. The studies all use
the A-weighted equivalent sound pressure level under spe-
cific meteorological conditions �generally winds of 8 m/s at
10-m height and, implicitly, a neutral atmosphere� as the
metric for the sound immission levels—the standard for de-
scribing the dose of wind turbine noise.

The results of these studies indicate that wind turbines
differ in several respects from other sources of community
noise. Modern wind turbines mainly emit noise from turbu-
lence at the trailing edge of the rotor blades. The turbine
sound power level varies with the wind speed at hub height.
It also varies rhythmically and more rapidly as the sound is
amplitude modulated with the rotation rate of the rotor
blades, due to the variation in wind speed with height and the
reduction in wind speed near the tower �Van den Berg, 2005,
2007�. Amplitude-modulated sound is more easily perceived
than is constant-level sound and has been found to be more
annoying �Bradley, 1994; Bengtsson et al., 2004�. In addi-
tion, sound that occurs unpredictably and uncontrollably is
more annoying than other sounds �Hatfield et al., 2002; Geen
and McCown, 1984�.

Wind turbines are tall and highly visible, often being
placed in open, rural areas with low levels of background
sound and in what are perceived as natural surroundings.
Consequently, wind turbines are sometimes regarded as vis-
ible and audible intruders in otherwise unspoiled environ-
ments �Pedersen et al., 2007�. Furthermore, the moving rotor
blades draw attention, possibly enhancing the perception of
sound in a multi-modal effect �Calvert, 2001�.

In summary, wind turbine noise could be predicted to be
easily perceived and—in some environments—annoying, de-
pending on both sound levels and visual aspects. To assess
possibly unacceptable adverse health effects, generalized
dose-response relationships need to be estimated and related
to those of other noise sources. To this end, a field study
exploring the impact of wind turbine sound on people living
in the vicinity of wind farms was carried out in The Nether-
lands in 2007. The objectives of this study, reported here,
were �i� to assess the relationship between wind turbine
sound levels at dwellings and the probability of noise annoy-
ance, taking into account possible moderating factors, �ii� to
explore the possibility of generalizing a dose-response rela-
tionship for wind turbine noise by comparing the results of

this study with those of previous Swedish studies, and �iii� to
relate annoyance with wind turbine noise to annoyance with
noise from other sources.

II. METHOD

A. Site selection

The site selection was intended to reflect contemporary
wind turbine exposure conditions over a range of back-
ground sound levels. All areas in The Netherlands with at
least two wind turbines of at least 500 kW within 500 m of
each other and characterized by one of three clearly defined
land-use types �i.e., built-up area, rural area with a main
road, and rural area without a main road� were selected for
the study. Sites dominated by industry or business were ex-
cluded, as these are not representative for residential areas
and detailed examination showed that most of the nearest
dwellings were not in the industrial areas but far from the
wind turbines, thus adding to the already over-populated
sound level classes in the study group. In The Netherlands,
1735 wind turbines were operating onshore in March 2006,
1056 of which were of 500 kW or greater nominal electric
power. To rule out short-term effects, sites that had changed
over the March 2006–March 2007 period �when the study
started� were excluded.

B. Study population and sample

The study population consisted of approximately 70 000
adults living within 2.5 km of a wind turbine at the selected
sites. The study sample was selected stepwise: �i� The au-
thors identified 4570 postal codes for the selected sites; �ii�
for these postcodes, they obtained 17 923 addresses with in-
dividual x and y coordinates from Adrescoördinatenbestand
Nederland �the Dutch coordinates file�; �iii� these addresses
were classified into 5-dB�A� intervals according to
A-weighted sound immission level due only to wind turbine
sound, i.e., �30, 30–35, 35–40, 40–45, and �45 dB�A�;
and �iv� further classified into the three area types. Statistical
power calculations based on the results of previous studies
indicated that approximately 150 respondents were required
in each of the five immission level groups. As relatively few
people were classified as belonging to the highest immission
level groups, all people in these groups were assigned to the
study sample. In the other groups, the sample was randomly
selected, based on an expected response rate of 33%. The
final study sample included 1948 people.

C. Assessments of immission levels

A-weighted sound power levels in octave bands �at 8
m/s wind speed at 10-m height in a neutral atmosphere� for
all wind turbines �n=1846� at the selected sites were ob-
tained from reports from consultancies, manufacturers, and
reports used by local authorities, describing the results from
sound power level measurements and used as input for cal-
culating sound levels caused by wind turbines. When data
were unavailable, which was more often the case for older
and smaller wind turbines, the sound power level of a turbine
of the same dimensions and electrical output was used. The
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propagation of sound from the wind turbines toward the
dwellings of members of the study population was calculated
in accordance with the model legally required in The Neth-
erlands �VROM, 1999�, the New Zealand standard as an ex-
ample of a simple model �NZS, 1998�, and the international
ISO standard model �ISO, 1996�. For all sites, the ground
absorption was set to 1 �100% sound absorbing surface� and
the receiver height to 5 m. A-weighted sound pressure levels
of all wind turbines �including those of �500 kW nominal
power� at the dwelling facade were added logarithmically.
The values calculated in accordance with ISO will be used as
the exposure variable in this paper.

D. Social survey

Subjective responses were obtained through a postal
questionnaire presented as a survey investigating general liv-
ing conditions but also including a section on road traffic and
wind turbine noise. The questionnaire was based on one pre-
viously used in Swedish studies �Pedersen and Persson
Waye, 2004, 2007�. Response to wind turbine noise was
measured using five different questions, all of which dis-
played high internal consistency �Cronbach’s alpha=0.87�.
In the present study, response to wind turbine noise was
based on the answer to the following question: “Below are a
number of items that you may notice or that could annoy you
when you spend time outdoors at your dwelling. Could you
indicate whether you have noticed these or whether these
annoy you?” This question was followed by a list of possible
annoyance factors �i.e., olfactory, aural, or visual annoyances
from different sources� of which wind turbine sound was
one. The question could be answered on a five-point verbal
rating scale, where 1= “do not notice,” 2
= “notice but not annoyed,” 3= “slightly annoyed,” 4
= “rather annoyed,” and 5= “very annoyed.” The question
was repeated for indoor perception. The scale was dichoto-
mized into “do not notice” �scale point 1� and “notice” �scale
points 2–5� when perception was analyzed, into “not an-
noyed” �scale points 1–3� and “annoyed” �scale points 4–5�
for analyzes of annoyance, and into “not very annoyed”
�scale points 1–4� and “very annoyed” �scale point 5� for
studies of highly annoyed. The whole five-pointed scale was
used when correlations between perception and annoyance
on one hand, and other variables such as sound pressure
levels on the other were studied. Noise sensitivity was mea-
sured on a five-point scale ranging from “not at all sensitive”
to “very sensitive.” Attitudes toward the noise source were
measured as the general opinion on wind turbines �general
attitude� and on the visual impact of wind turbines on the

landscape �visual attitude�, as well as with eight polarized
items, such as “pretty–ugly” and “dangerous–harmless,” all
on five-point scales. The questionnaire also contained ques-
tions regarding the possibility of hearing the sound under
different meteorological conditions, how often the sound was
regarded as annoying, whether wind turbines were visible
from the dwelling, and whether the respondent benefited eco-
nomically from the wind farm, either by full or partial tur-
bine ownership, or by being compensated otherwise. The re-
spondents were also asked to choose descriptors of the wind
turbine noise from among several alternatives; these descrip-
tors were partly derived from a previous experimental study
of the perception of wind turbine sounds �Persson Waye and
Öhrström, 2002�.

Of the selected study sample, 37% satisfactorily com-
pleted and returned the questionnaire �Table I�. There was no
difference in immission levels between the respondents and
non-respondents �t=−0.38, p=0.703�. A random sample of
non-responders �n=200� received a short questionnaire com-
prising only two of the questions from the original question-
naire, questions asking them to rate their annoyance with
wind turbine noise outdoors and indoors on a scale of 0–10.
There was no statistically significant difference in the an-
swers to these two questions between the responders and
followed-up non-responders �t=−0.82, p=0.412; t=
−0.74, p=0.458�.

E. Analysis methods

Response to wind turbine noise is presented as propor-
tions of the number of respondents in each 5-dB�A� interval,
95% confidence intervals being calculated in accordance
with Wilson �Altman et al., 2000�. Differences between pro-
portions were tested using the Mann–Whitney U-test. Corre-
lations between two variables with ordinal scales were ex-
plored using Spearman’s rank correlation �rs�. Logistic
regression analysis was used for the multivariate analyses,
with a dichotomous response variable and a continuous scale
of the exposure variable �A-weighted sound pressure level�.
The Hosmer–Lemeshow test was used to determine the fit of
the regression models to the data; here a p-value �0.05 in-
dicates a good fit, as no difference between modeled and
observed data is desirable. Principal component analysis
with Varimax rotation was used in constructing factors. All
tests were two-sided and a p-value �0.05 was assumed to
indicate statistical significance.

TABLE I. Study sample, number of respondents, and response rate according to 5-dB�A� sound level interval.

Predicted A-weighted sound pressure levels
�dB�A��

Total�30 30–35 35–40 40–45 �45

Study sample 473 494 502 282 197 1948
No. of respondents 185 219 162 94 65 725
Response rate �%� 39 44 32 33 33 37
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III. RESULTS

A. Response to wind turbine sound

The degree of perception and annoyance increased with
increasing sound level, for both outdoor �rs=0.50,n
=708, p�0.001� and indoor annoyance �rs=0.36,n=699, p
�0.001�. The distribution of the response variables in rela-
tion to the sound level intervals is shown in Table II. In the
35–40-dB�A� sound level interval, 78% of respondents no-
ticed sound outdoors from wind turbines, in the 40–45-
dB�A� interval 87% noticed, and in the �45-dB�A� interval
92% noticed. As expected, the sound was not as frequently
noticed indoors.

The loudness of the wind turbine sound was perceived
differently under different meteorological conditions. Of the
respondents, 69% reported that the sound was louder than
average when the wind was blowing from the wind turbines
toward the dwelling �downwind conditions�, vs 5% who re-

ported that it was less loud under those conditions. In addi-
tion, 67% reported that the sound was louder downwind
when the wind was strong vs 18% who reported that it was
less loud, and 40% thought the sound was louder at night
while 22% thought it was less loud. The rest of the respon-
dents reported that there was no difference between sound
levels or that they did not know. “Swishing/lashing” was the
most common descriptor of the wind turbine sound used by
those who noticed the sound from their dwellings �75% of
n=335�, followed by “rustling” �25%�, and “a low-
frequency/low-pitch sound” �14%�. Less than 10% reported
“whistling/screeching,” “thumping/throbbing,” “resound-
ing,” “a pure tone,” or “scratching/squeaking.”

The proportion of respondents who were annoyed
�rather or very� by the sound increased with increasing sound
level up to 40–45 dB�A�, after which it decreased. 18% were
annoyed in the 35–40- and 40–45-dB�A� intervals, and 12%

TABLE III. Description of possible moderating variables in relation to 5-dB�A� sound level intervals: propor-
tion of respondents �n=725� per sound level interval and 95% confidence intervals �95%CI� for subjective
variables.

Predicted A-weighted sound pressure levels
�dB�A��

�30
n=185

30–35
n=219

35–40
n=162

40–45
n=94

�45
n=65

Economic benefits �%� 2 3 10 34 67

Situational parameters
Wind turbine visible �%� 35 60 90 89 100
Rural area �%� 36 30 46 43 52
Rural area with main road �%� 27 32 36 38 46
Built-up area �%� 37 38 17 19 2

Subjective variables
Noise sensitive �%� �95%CI� 36 �29–43� 25 �19–31� 31 �24–38� 31 �22–41� 23 �15–35�
Negative attitude �%� �95%CI� 10 �7–16� 14 �10–19� 19 �13–25� 17 �11–26� 9 �4–19�
Negative visual attitude �%� �95%CI� 33 �26–40� 36 �30–43� 45 �37–52� 39 �30–49� 20 �12–41�

TABLE II. Response to wind turbine noise outdoors or indoors, proportion of respondents �n=708� according
to 5-dB�A� sound level intervals, and 95% confidence intervals �95%CI�.

Predicted A-weighted sound pressure levels
�dB�A��

�30 30–35 35–40 40–45 �45

Outdoors, n 178 213 159 93 65
Do not notice �%� �95%CI� 75 �68–81� 46 �40–53� 21�16–28� 13 �8–21� 8 �3–17�
Notice, but not annoyed �%� �95%CI� 20 �15–27� 36 �30–43� 41 �34–49� 46 �36–56� 58 �46–70�
Slightly annoyed �%� �95%CI� 2 �1–6� 10 �7–15� 20 �15–27� 23 �15–32� 22 �13–33�
Rather annoyed �%� �95%CI� 1 �0–4� 6 �4–10� 12 �8–18� 6 �3–13� 6 �2–15�
Very annoyed �%� �95%CI� 1 �0–4� 1 �0–4� 6 �3–10� 12 �7–20� 6 �2–15�

Indoors, n 178 203 159 94 65
Do not notice �%� �95%CI� 87 �81–91� 73 �67–79� 61 �53–68� 37 �28–47� 46 �35–58�
Notice, but not annoyed �%� �95%CI� 11 �7–17� 15 �11–20� 22 �16–29� 31 �22–31� 38 �28–51�
Slightly annoyed �%� �95%CI� 1 �0–4� 8 �5–12� 9 �6–15� 16 �10–25� 9 �4–19�
Rather annoyed �%� �95%CI� 0 �0–2� 3 �1–6� 4 �2–8� 6 �3–13� 5 �2–13�
Very annoyed �%� �95%CI� 1 �0–4� 1 �0–4� 4 �2–8� 10 �5–17� 2 �0–8�
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at levels above 45 dB�A� �Table II, outdoors�. Almost all of
the respondents that were annoyed by wind turbine sound
had also reported that they were annoyed by sound from the
rotor blades once a week or more often �92%�. The propor-
tions of respondents annoyed indoors were lower: In the
sound level intervals below 40 dB�A� less than 10% were
rather or very annoyed by the noise indoors, at 40–45 dB�A�
16% reported annoyance, and at levels above 45 dB�A� 6%
were annoyed.

B. Moderating factors

Of the respondents, 100 reported that they benefited eco-
nomically from the wind turbines, either by full or partial
turbine ownership, or by receiving other economic benefits.
Most of these respondents were subject to higher sound lev-
els �Table III�, 76 being subject to a level above 40 dB�A�.
There was no difference in terms of noticing wind turbine
sound between those who benefited economically and those
who did not �Fig. 1�A��, though there was a difference in
annoyance �Fig. 1�B��. Only 3 of the 100 respondents who
benefited economically reported being annoyed by wind tur-
bine sound.

Almost all respondents subject to sound pressure levels
above 35 dB�A� could see at least one wind turbine from
outside or inside their dwelling �Table III�. The proportion of
respondents who noticed sound from wind turbines �Fig.
1�C��, as well as the proportion annoyed by the noise �Fig.
1�D��, was larger for those who could see wind turbines from
their dwellings than for those who could not. Only a few
respondents who could not see any wind turbines were an-
noyed by the noise, even in the higher sound level intervals.

The distribution of respondents between the three types
of area was fairly even in the lower sound level intervals, but
at the higher sound intervals only a few people lived in
built-up areas �Table III�. Figure 1�E� indicates that at higher
levels it was easier to notice wind turbine sound in rural
areas without any main roads than it was in built-up areas,
and that the sound was less noticeable in rural areas with a
main road. In the lower sound level intervals, however, an-
noyance was more common in built-up than in both types of
rural areas �Fig. 1�F��. The proportions of respondents who
benefited economically were higher in the two types of rural
areas �19%� than in the built-up areas �2%�. The wind tur-
bines, on the other hand, were more visible in the rural areas,

FIG. 1. �Color online� Proportion of respondents in each sound immission interval who noticed sound from wind turbines outside their dwelling �left column�
or were annoyed by it �right column�; ��A� and �B�� comparison between respondents who benefited economically and those who did not; ��C� and �D��
comparison between respondents who could see at least one wind turbine from their dwelling and those who could not; ��E�–�F�� comparison between
respondents living in built-up areas, rural areas with a main road, and rural areas without a main road. �= p�0.05, ��= p�0.01, ���= p�0.001 �Mann–
Whitney U-test�, a=built-up vs rural with main road, b=rural with main road vs rural without main road, and c=built-up vs rural without main road.
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where 73% of respondents could see at least one wind tur-
bine from their dwellings vs 54% in built-up areas.

The situational variables were entered simultaneously in
logistic regressions. First, “do not notice wind turbine
sound” vs “notice” was designated a dependent variable. The
probability of hearing the sound was greater if the wind tur-
bines were visible than if they were not. At the same time,
living in a rural area with a main road as opposed to an area
without decreased the probability �Table IV�. Economic ben-
efits had no statistically significant impact on perception of
the sound. In the second regression model, the dichotomous
variable “not annoyed by wind turbine sound” vs “annoyed”
was designated as dependent. As before, the probability of
being annoyed by wind turbine sound was higher if wind
turbines were visible than if they were not �Table IV�. Re-
spondents who benefited economically were less likely to be
annoyed than those who did not benefit. Living in a built-up
area as opposed to a rural area without a main road increased
the probability of being annoyed, while living in a rural area
with a main road decreased the probability. Both regression
models displayed good fit.

Approximately one of three respondents reported being
rather or very sensitive to noise �Table III�. There was no
statistically significant relationship between noise sensitivity
and the sound pressure level of wind turbine noise; there
was, however, a positive correlation between noise sensitiv-
ity and annoyance �Table V�. Noise sensitivity was also cor-
related with attitude toward the noise source. Of the respon-
dents, 14% were negative �rather or very� toward wind
turbines in general �general attitude�, and 36% were negative
toward the visual impact of wind turbines on the landscape
�visual attitude�. Attitude was not related to sound levels, but

to annoyance �Table V�. The association between noise an-
noyance on the one hand, and the variables noise sensitivity,
general attitude, and visual attitude, on the other, was con-
firmed by testing in a logistic regression with the dependent
variable “not annoyed” vs “annoyed” and adjusting for
sound levels �Table VI�. Of the three variables, visual atti-
tude �i.e., attitude toward the visual impact of wind turbines
on the landscape� had the strongest relationship with annoy-
ance.

According to the eight polarized items, the wind turbines
on average tended to be rated as relatively ugly �vs pretty�,
repulsive �vs inviting�, unnatural �vs natural�, and annoying
�vs blending in�; also, they were rated as efficient �vs ineffi-
cient�, environmentally friendly �vs not environmentally
friendly�, necessary �vs unnecessary�, and harmless �vs dan-
gerous�. Principal component analysis revealed that six of
these items could be grouped to form two constructed fac-
tors: �i� visual judgments, comprising “pretty–ugly,”
“inviting–repulsive,” and “natural–unnatural” �Cronbach’s
alpha=0.850�, and �ii� utility judgments, comprising “envi-
ronmentally friendly–not environmentally friendly,”
“efficient–inefficient,” and “necessary–unnecessary” �Cron-
bach’s alpha=0.804�. These two factors accounted for 75%
of the variance of the included items. The factor visual judg-
ments was highly correlated with visual attitude �rs

=0.602, p�0.001� and, to a lesser degree, with general atti-
tude toward wind turbines �rs=0.501, p�0.001�. The factor
utility judgments was more highly correlated with general
attitude �rs=0.513, p�0.001� than with visual attitude �rs

=0.381, p�0.001�.

TABLE IV. Results of two logistic regression models using the response
variables do not notice/notice and not annoyed/annoyed, respectively; the
exposure variable sound pressure level �continuous scale� and situational
factors were used as moderating variables �n=680�.

Estimate �B�a SEb p-value Exp�b�c

Do not notice vs notice �H–L�d �p=0.721�
Sound pressure level �dB�A�� 0.17 0.022 �0.001 1.2
Economic benefits �no/yes� �0.04 0.376 0.911 1.0
Visibility �no/yes� 1.40 0.214 �0.001 4.1
Area type �reference: rural�
Rural with main road �0.74 0.231 �0.01 0.5
Built-up �0.18 0.240 0.451 0.8

Not annoyed vs annoyed �H–L�d �p=0.199�
Sound pressure level �dB�A�� 0.13 0.027 �0.001 1.1
Economic benefits �no/yes� �2.77 0.665 �0.001 0.1
Visibility �no/yes� 2.62 0.740 �0.001 13.7
Area type �reference: rural�
Rural with main road �1.07 0.372 �0.01 0.3
Built-up 0.65 0.321 �0.05 1.9

aCoefficients of the independent variables in the logistic regression.
bStandard errors of the coefficients.
cThe exponential function of the coefficients of the independent variables in
the logistic regression, which corresponds to the odds’ ratio.
dHosmer–Lemeshow goodness-of-fit test; p-value �0.05 indicates there is
no statistically significant difference between the modeled and the observed
data.

TABLE V. Correlations between sound pressure levels, response �five-point
scale from “do not notice” to “very annoyed”�, and subjective variables;
Spearman’s rank correlation test.

1 2 3 4

1. Sound pressure level �dB�A�� ¯

2. Response �five-point scale� 0.51a
¯

3. Noise sensitivity �five-point scale� �0.01 0.14a
¯

4. General attitude �five-point scale� �0.03 0.24a 0.14a
¯

5. Visual attitude �five-point scale� �0.01 0.29a 0.26a 0.65a

ap�0.001.

TABLE VI. Results of a logistic regression model with the response vari-
ables not annoyed/annoyed, the exposure variable sound pressure level �con-
tinuous scale�, and individual factors as moderating variables �n=670�.

Estimate �B�a SEb p-value Exp�b�c

Not annoyed vs annoyed �H–L�d �p=0.977�
Sound pressure level �dB�A�� 0.10 0.025 �0.001 1.1
Noise sensitivity �five-point scale� 0.35 0.138 �0.05 1.4
General attitude �five-point scale� 0.54 0.172 �0.01 1.7
Visual attitude �five-point scale� 1.04 0.215 �0.001 2.8

aCoefficients of the independent variables in the logistic regression.
bStandard errors of the coefficients.
cThe exponential function of the coefficients of the independent variables in
the logistic regression, which corresponds to the odds’ ratio.
dHosmer–Lemeshow goodness-of-fit test; p-value �0.05 indicates there is
no statistically significant difference between the modeled and the observed
data.
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C. Sound exposures

The calculated immission levels representing the levels
of wind turbine sound outside respondent dwellings were
similar for all three different calculation methods, and these
values were highly correlated with each other �r2�0.98�.
The differences between the levels calculated in accordance
with the ISO standard and those calculated using the Dutch
algorithm ranged from �0.8 to 1.4 dB�A�, the average dif-
ference being 0.3 dB�A�. The differences between the levels
calculated in accordance with the ISO and the New Zealand
standards were somewhat greater, �4.4 to 1.8 dB�A�, the
average difference being �0.8 dB�A�. There were no differ-
ences in the exposure-response relationships between the
three different methods for calculating the exposure levels;
the correlation coefficient for the relationship between sound
levels and response to wind turbine noise outdoors was 0.50
in all three cases.

IV. COMPARISONS WITH SWEDISH STUDIES

The proportions of respondents annoyed by wind turbine
noise were compared with similar merged data from the two
previous Swedish studies �Pedersen and Persson Waye, 2004,
2007� �Fig. 2�. In the Swedish studies, the A-weighted sound
levels were calculated in accordance with the Swedish stan-

dard, which uses a simplified algorithm comparable to the
New Zealand standard for receiver points 1000 m or less
from a wind turbine, and an algorithm based on octave bands
for greater distances. The sound power used was the level at
a wind speed of 8 m/s at 10-m height assuming a neutral
atmosphere, as in the present study. The high degree of
agreement between the dose calculations, as demonstrated
above, leads to the assumption that calculation of the sound
levels in the Swedish study was comparable to those used in
the Dutch study. In the Swedish studies, many of the respon-
dents �77% of 1059� could see at least one wind turbine from
their dwellings, just as in the Dutch study. However, almost
none of the Swedish respondents benefited economically
from the turbines. The response to wind turbine noise found
in the Swedish studies will therefore be compared with the
responses of those not benefiting economically from the tur-
bines in the Dutch study. Annoyance �rather or very� with
wind turbine noise displays great agreement between the
studies for the lowest sound level intervals �Fig. 2�A��. For
the 35–40-dB�A� interval, annoyance was greater among
Dutch than Swedish respondents, the difference being statis-
tically significant for respondents not benefiting economi-
cally from the turbines. In contrast, for the 40–45-dB�A�
interval, the proportion of respondents annoyed was some-
what smaller in the Dutch study than in the Swedish studies,

FIG. 2. Proportions of respondents annoyed �a� and very annoyed �b� by wind turbine noise outside their dwellings in four sound level intervals in the Dutch
study �only respondents who did not benefit economically, n=586� and the Swedish studies �n=1095�, with 95% confidence intervals.
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though this difference was not significant. No Swedish data
were available for higher sound levels. No differences be-
tween Dutch and Swedish respondents were found when
comparing the percentages of very annoyed respondents
�Fig. 2�B��.

V. COMPARISONS WITH OTHER SOURCES OF
COMMUNITY NOISE

The proportions of respondents annoyed by wind turbine
noise were compared with the proportions annoyed by other
sources of community noise. For transportation, third-order
polynomials with the Lden exposure metric have been for-
mulated by Miedema and Oudshoorn �2001�. These models
are based on 19 aircraft studies, 26 road traffic studies, and 8
railway studies. The polynomials were forced to zero at
Lden=37 dB�A� for moderate annoyance and to 42 dB�A�
for severe annoyance, i.e., it was assumed that no moderate/
severe annoyance with transportation noise occurred below
these levels. For stationary sources, second-order polynomi-
als were used, also with the Lden exposure metric �Miedema
and Vos, 2004�. The data originate from one study of eight
industries �not seasonal� and two shunting yards.

The A-weighted sound pressure levels used as the expo-
sure variable in the wind turbine studies must be converted
into the Lden metric to enable comparisons. The sound
power level of a wind farm changes with wind speed, so the
long-term equivalent level depends on the wind speed distri-
bution at the hub. Van den Berg �2008� suggested that
A-weighted sound pressure levels capturing conditions at a
wind of 8 m/s at 10-m height could be transformed into Lden
values by adding 4.7�1.5 dB. These findings are based on
the long-term measurement of wind speed at hub height of
modern wind turbines, also taking into account the atmo-
spheric states �stable, neutral, or unstable� during the day and
night and different locations �coastal and inland�. As meteo-
rological data from the wind farm sites used in the present
study were unavailable, this simplified transformation was
used for the exposure variable in this study, i.e., 4.7 dB were
added to the calculated immission levels.

To allow comparisons between studies, Miedema and
Vos �1998� suggested standardized transformations of the
proportion of annoyed respondents measured at different
scales. The base is a scale from 0 �no annoyance at all� to
100 �very annoyed�. The cutoff point for the proportion of
respondents annoyed is 50 and for highly annoyed 72. The
scale used in the present study uses two scale points in re-
porting no annoyance: 1—“do not notice” and 2—“notice,
but not annoyed.” These two scale points were merged into
one, to reduce the five-point scale to a four-point scale.
Hence, with a cutoff point of 50 on a 0–100 scale, the pro-
portion of respondents annoyed was represented by those
reporting 4—“rather annoyed” and 5—“very annoyed.”
Similarly, respondents reporting 5—“very annoyed” could be
compared to those highly annoyed in previous studies. Only
respondents who did not benefit economically from wind
turbines were included, as it can be assumed that few respon-
dents benefited economically from these other noise sources.
The curves describing the dose-response relationship for

sound sources other than wind turbines do not distinguish
between outdoor and indoor responses. Here, outdoor annoy-
ance with wind turbine noise was chosen for comparison.

The comparison shows that the proportion of respon-
dents annoyed with wind turbine noise below 50 dB�A� Lden
is larger than the proportion annoyed with noise from all
other noise sources except shunting yards �Fig. 3�. At higher
sound levels, this is less certain due to the low number of
respondents leading to large confidence intervals.

VI. DISCUSSION

Noise from wind turbines was found to be more annoy-
ing than noise from several other sources at comparable
Lden sound levels. The proportions of people annoyed by
wind turbine noise lie between the proportions expected to
be annoyed by noise from aircraft and from shunting yards.
Like aircraft, wind turbines are elevated sound sources vis-
ible from afar and hence intrude both visually and aurally
into private space �Brown, 1987�. A strong correlation be-
tween noise annoyance and negative opinion of the impact of
wind turbines on the landscape was found in early studies of
perceptions of wind turbines �Wolsink and Sprengers, 1993�;
this was confirmed in the present study, as manifested by
words such as “ugly,” “repulsive,” and “unnatural.” Three
different landscapes were explored. Surprisingly, annoyance
was highest in what was classified as built-up area, in this
case, mostly small towns and villages. It cannot be excluded
that reflections from buildings may have caused higher

FIG. 3. �Color online� Proportion of respondents annoyed �a� and very
annoyed �b� by wind turbine noise outside their dwellings �only respondents
who did not benefit economically, n=586� compared to the modeled re-
sponse ��A� percentage annoyed and �B� percentage highly annoyed� to
noise from road traffic, aircraft, and railways �Miedema and Oudshoorn,
2001� and from industry and shunting yards �Miedema and Vos, 2004�. For
wind turbine noise the median of sound immission levels in each 5-dB
interval is at the abscissa.
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sound levels than those calculated, though it is more plau-
sible that nearby buildings would have reduced the noise.
The higher annoyance levels found in towns could instead be
interpreted as an effect of place attachment �Giuliani and
Feldman, 1993�. In this view, new technical devices being
deemed not beneficial for the living environment induce a
negative reaction �Lazarus and Cohen, 1977�. This theory
cannot, however, be confirmed from the present data set.

Previously, the relatively high annoyance with shunting
yard noise has partly been explained by the impulsive nature
of some yard activities �Miedema and Vos, 2004�. Wind tur-
bine sound also varies unpredictably in level within a rela-
tively short time span, i.e., minutes to hours. It can be pos-
tulated that it could be even more important that neither type
of noise ceases at night. In contrast, in areas with traffic
noise and/or industrial noise, background levels usually re-
turn to lower levels at night, allowing residents to restore
themselves psycho-physiologically. A large proportion of re-
spondents in the present study reported hearing wind turbine
sound more clearly at night, an observation supported by
previous findings that, due to atmospheric conditions that are
common over land in the temperate climate zone, nighttime
immission levels can be higher than estimated from 10-m
wind speeds using a neutral wind speed profile �Van den
Berg, 2007� and also because the average hub height wind
speed at night is higher than the same wind in day time �Van
den Berg, 2008�. In contrast, the near surface wind at night is
often weaker in conditions that favor stronger high altitude
winds, resulting in less wind-induced background sound
from vegetation �Van den Berg, 2007� with less capacity to
mask the wind turbine sound or even distract attention for it.
Taken together, this implies that nighttime conditions should
be treated as crucial in recommendations for wind turbine
noise limits.

Using only the subsample that did not benefit economi-
cally from wind turbines in the comparisons with other noise
sources could be questioned as the databases for the dose-
response curves for other sources than wind turbines do not
take �perceived� benefits into account. However, in contrast
to the other noise sources �in Fig. 3�, wind turbines are spe-
cial because they can provide direct profit to residents in a
wind farm area. They could be owned by a single person or
by a group of people, or the landowner could receive a yearly
income. The benefits from the other noise sources are not as
direct and not as clearly economical, but they could be taken
into account in future studies with the aim to compare noise
annoyance due to different sources considering the benefits
of each source.

There was great agreement as to how to describe the
wind turbine sound. The dominant quality of the sound was
swishing, a quality previously found to be the most annoying
�Pedersen and Persson Waye, 2004�. Few respondents de-
scribed the turbine sound as low frequency, in line with re-
cent reports confirming that modern wind turbines do not
produce high levels of �audible� low-frequency sound �Ja-
kobsen, 2005�.

The proportion of annoyed respondents found by the
present study was similar to that found by previous Swedish
studies, indicating there were no cultural differences in the

perception or appreciation of the sound between these two
countries. However, annoyance was found to be significantly
higher in the Dutch study in the 35–40-dB�A� interval. At
these levels, it could be hypothesized that masking by back-
ground sound could have a large influence. The perceived
difference could be due to the larger wind turbines included
in the present study. Higher towers push the rotors to heights
with stronger winds than found lower down, increasing the
time a wind turbine operates and increasing differences be-
tween immission levels and the background sound levels of
wind-induced noise in bushes and trees, especially at night
when the atmosphere is stable for part of the time.

This study found a stronger relationship between immis-
sion levels of wind turbine noise and annoyance than the
previously reported Swedish studies. This could be due to the
study design, which, rather than concentrating on sampling
participants from only a few areas, sampled participants from
all suitable wind farm areas in The Netherlands, thus avoid-
ing the influence of uncontrollable local factors. The non-
acoustical factor that had the highest impact on noise annoy-
ance was economic benefit, which substantially decreased
the probability of annoyance. As was expected, people ben-
efiting economically from a noise source are less likely to be
annoyed by it, though to the best of the authors’ knowledge
this has not previously been demonstrated as clearly as in
this study. The observed gap in annoyance between those
benefiting economically and those who do not could be due
to a more positive appraisal of the sound if it signifies profit.
On the other hand, resentment against profiting neighbors
among those not benefiting could have increased the annoy-
ance in this group, also contributing to the gap. The study
design with respondents from all over The Netherlands in-
stead of fewer selected study areas should reduce the risk for
local disputes to affect the results, unless these disputes, and
the resentment they could cause, are occurring everywhere.

VII. CONCLUDING REMARKS

This study enlarges the basis for calculating a general-
ized dose-response curve for wind turbine noise usable for
assessing wind turbine noise in terms of its environmental
health impact, the number of people influenced by it, and, by
extension, its role from a public health perspective. The
study confirms that wind turbine sound is easily perceived
and, compared with sound from other community sources,
relatively annoying. Annoyance with wind turbine noise is
related to a negative attitude toward the source and to noise
sensitivity; in that respect it is similar to reactions to noise
from other sources. This may be enhanced by the high vis-
ibility of the noise source, the swishing quality of the sound,
its unpredictable occurrence, and the continuation of the
sound at night. The study demonstrates that it is possible to
model a highly needed generalized dose-response relation-
ship for Northern Europe, and supposedly also for the rest of
Europe and North America, if the different proportions of
people benefiting economically from wind turbines in the
different regions are taken into account. The study also
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shows that mitigation measures can be directed to acoustical
as well as non-acoustical factors that contribute to the impact
of wind farms.
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I. INTRODUCTION

In the past few decades, we witnessed a rapid growth in
mechanized transport and transportation systems. Noise is
one of the most cited environmental factors that are most
commonly associated with pollution from transport. Various
modes of land transportation are the primary source of noise
in dense, high-rise cities. An essential feature of compact and
high-rise cities is that the scarcity of suitable land has en-
couraged building development to go up in the vertical di-
mension. It is common to find residential and commercial
tower blocks of over 40 storeys with height over 100 m or
even more. Worse still, the urban areas are typically embed-
ded with a compact traffic network of highways and/or rail-
ways with high traffic volume. The lack of available land
space means that the residents are closer to noise sources.
The tall flanking buildings, which form a street canyon, per-
mit large portion of the dwellings exposing to the land trans-
portation noise. The noise levels do not decrease signifi-
cantly with the height above the ground in street canyons.1–4

The motivation of the current study is to develop a simple
formula to evaluate steady-state noise levels and the rever-
beration times in a street canyon for assessing the effective-
ness of noise control.

It is of interest to point out that the first measurements of
sound propagation in urban area were performed to deter-
mine an optimal location for sirens during 1940s.5,6 Wiener
et al.7 conducted a theoretical study on the propagation of
sound, the reverberation time, and speech intelligibility in a
city street of Boston. In 1970s, Aylor et al.8 conducted a

study to investigate the effect of ivy grown on building
façades on the reverberation time. Yeow9,10 performed some
measurements of the reverberation time in downtown resi-
dential areas. From their experimental results, Ko and Tang11

suggested that the reverberation time of a street canyon was
proportional to the volume bounded by the tall buildings in
street canyons. Steenackers et al.12 carried out a series of
experimental measurements of the sound decay curves in a
street canyon. Their study was focused on the determination
of the absorption coefficient in favor of the reverberation
time of the street canyons but no theoretical models were
offered.

There were also a number of other studies addressing the
theoretical and numerical aspects of sound propagation in
street canyons in the past few decades. Typically, either an
image source model or a diffuse reflection model is used to
compute the sound fields and the reverberation times in a
street canyon.13–16 Most of the image source methods are
based on incoherent model17 although a coherent model has
been used in a recent study.18 Despite these theoretical and
experimental studies, there is still no simple but accurate
formula to predict the noise levels and the reverberation time
in street canyons. The present study is aimed to develop such
a simple but accurate analytical expression to predict the
noise levels and to calculate the reverberation time rapidly.
This, in turn, allows the assessment of the acoustic treat-
ments in street canyons.

We remark that the scattering of sound at the façade
surfaces is known to be significant for predicting the trans-
mission of noise along a street canyon.13,14 We shall use the
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image source model where the boundaries can be taken as
smooth, geometrically reflecting surfaces in the present
study. It is because this model is simple yet it can be used to
represent some urban situations. The closed-form analytical
results can be used to offer a first order engineering approxi-
mation to supplement the numerical results obtained from
other computational intensive schemes, e.g., the diffuse re-
flection model.15,16

The paper is arranged as follows. Section II presents an
integral formulation to calculate the noise levels and the re-
verberation times in street canyons. In Sec. III, the theoreti-
cal models are validated by comparing the numerical predic-
tions with experimental results. Section III A shows
comparisons of numerical results with published experimen-
tal data.12 In Sec. III B and III C, we present indoor and
outdoor experimental results. These measured results are
compared with the numerical predictions based on the inte-
gral formulations. The outcomes of the present study are
summarized in Sec. IV.

II. THEORY

A. Total steady-state sound energy at a receiver

A street canyon may be considered as a category of a
long enclosure: The flanking façades are treated as a pair of
parallel side walls, the road pavement is taken as the floor,
and the opening at the top is represented by a perfectly ab-
sorptive ceiling. Taking the boundaries as geometrically re-
flecting surfaces, the sound propagation along the street can-
yon can be calculated by means of an image source
method.16 Figure 1 displays an idealized street canyon where
h is the height of the buildings measured in the z-direction.
The pair of flanking façade surfaces is parallel to each other
with a horizontal separation of w measured in the x-direction.
The y-axis is aligned along the direction of the street canyon.

The origin is located on the ground at equidistance from the
parallel flanking buildings where the façade surfaces are situ-
ated at x= �w /2.19

In the current study, we consider a typical situation
where the height of the flanking façades is greater than the
width of the street canyon, i.e., h�w. The effect of diffrac-
tion at the top edges of the façades is ignored in the present
study. It is because the total sound energy at a receiver point
is dominated by the contributions from multiple reflected
sound rays of the boundary surfaces. In general, the noise
levels due to vehicular noise sources decrease with an in-
crease in the receiver height because there are no reflections
from the open ceiling of the street canyon. In addition, the
noise levels decrease with the increase in the separation be-
tween the source and receiver along the y-direction. How-
ever, Kang16 showed that the noise levels are relatively uni-
form between the buildings for a fixed horizontal separation
�greater than about 1.5w� from the source and at a constant
height above the ground. Without loss of generality, we
therefore assume that a point source S and a receiver R are
located at the coordinates of �0,0 ,zs� and �0,y ,zr�, respec-
tively. Hence, the sound source is separated from the receiver
by a horizontal distance

rI = �y2 + �zr − zs�2. �1�

A row of image sources, shown as the upper row in Fig.
2, is formed because of the reflections from the two vertical
façade surfaces. Based on this series of image sources, the
lower row of image sources can be constructed below the z
=0 plane due to the reflection from the ground surface. All
image sources can be linked to the receiver and the total
sound field is computed by summing the contributions from
these image sources. Making use of the image source model,
the total sound energy at the receiver due to the image
sources located above the ground is given by

�I = �
m=−�

�
Qem ln�1−�̄v�−�adm

dm
2 , �2�

where Q is the source strength, �̄v is the mean absorption
coefficient of the façade surfaces, and �a is the air absorption
factor, which can be obtained from Ref. 20 for different fre-
quencies. The path length of the �mth image source can be
determined by

dm = ��mw�2 + rI
2, �3�

where rI is determined according to Eq. �1�. Here, in Eq. �2�,
the attenuation due to the reflection from the boundary sur-
faces is written in its exponential form by noting the follow-
ing algebraic identity:

em ln�1−�̄v� = �1 − �̄v�m, �4�

where ln�1− �̄v��0 because �̄v�1 and m is the number of
reflections from the façades.

Suppose that the façades are built with hard surfaces
with small �̄v. In this case, the total sound energy received at
the reception point is composed of many terms due to the
multiple reflections from the façade surfaces. It is possible to
replace m with a continuous function in terms of x as

FIG. 1. Schematic showing the rectangular coordinate system and the geo-
metrical configuration of a street canyon.
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m = �x�/w . �5�

A line source can now be used to replace the upper row of
the discrete image sources. Figure 2 shows a schematic of
the effective line source. It has an effective strength of
Q /w m−1 because there is only one image source for the
width, w, of the street canyon. The path length dm can be
replaced with

DI = �x2 + rI
2. �6�

From Eq. �2�, the sound energy at the reception point
due to the image sources above the ground can be written in
an integral form as

�I =
�0

w
�

0

�

�Idx , �7�

where �I is a symmetric function of x given by

�I = �I�x� =
2e	x ln�1−�̄v�/w−�aDI


DI
2 , �8�

and �0 is the free-field sound energy received at a distance
of 1 m from the point source. It can be determined by

�0 = Qe−�a�1�/12 � Q . �9�

The integral in Eq. �7� is difficult, if not impossible, to
evaluate analytically because of the presence of DI in the
exponential term of �I�x�. Although the integral can be
evaluated by a numerical quadrature, it is more convenient to
approximate the solution in an analytical form.

To this end, we approximate DI in the exponential term
of Eq. �9� by a linear function

DI = �rI
2 + x2 � rI + KIx , �10�

where KI is the slope of the approximate function. Since the
solution is given in an integral form �cf. Eqs. �7� and �8��, it
is convenient to approximate KI such that

�
0

XI �rI
2 + x2dx = �

0

XI

�rI + KIx�dx , �11�

where the upper limit of the integrand, XI, is set at a suffi-
ciently large distance in order to cover the range of x that
contributes to the total sound energy at the reception point.
As �I�x� is a monotonic decreasing function, we can ap-
proximate XI by the following function:

� = �I�XI�/�I�0� , �12�

where � is the ratio of the minimum sound energy and the
maximum sound energy contributed due to the effective line
source. The minimum sound energy is contributed from a
source located at x=XI and the maximum contribution comes
from the source located at x=0. Preliminary numerical analy-
ses have suggested that the predicted results are relatively the
same for a wide range of �. Hence, for simplicity, � is chosen
as 1	10−6 in the following numerical analyses.

It is remarkable that both integrals in Eq. �11� can be
evaluated analytically to give closed-form expressions. As a
result, KI can be written in an analytical form to yield

KI =
2

XI
2� rI

2

2
ln�XI + �rI

2 + XI
2

rI
� +

XI
�rI

2 + XI
2

rI
2 � − rIXI� .

�13�

Substituting Eqs. �8�, �10�, and �13� into Eq. �7�, we can
approximate �I by

�I �
2�0e−�arI

w
�

0

� e−
Ix

rI
2 + x2dx , �14�

where


I = − ln�1 − �v�/w + �aKI. �15�

By using the following identity of an indefinite integral
for the exponential integral:21

FIG. 2. Schematic to show the relative locations of the receiver, the point source �solid circle�, image sources �open circle�, and the corresponding line sources
above and below the ground surface.
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� ex

a2 + x2dx = −
1

a
Im	eiaE1�− x + ia�
 + const, �16�

we can simplify Eq. �14� to yield

�I �
− 2�0e−�arI

wrI
Im�ei
IrIE1�i
IrI�� , �17�

where E1 is the exponential integral with complex argu-
ments.

We demonstrate the accuracy of Eq. �17� by comparing
the numerical results obtained by direct numerical integra-
tion of Eq. �7�. Figure 3 shows comparisons of these two
numerical results in which the relative sound pressure level
�SPL� is plotted against the air absorption factor �a. In the
plots, the relative SPL is defined as

SPLr = 10 log��I/�0� , �18�

where �0 is the free-field sound energy at 1 m from the
source. In Fig. 3, a street canyon of 3 m wide and 100 m high
is used in the numerical calculations. We assume that the
building façades are perfectly reflecting surfaces, i.e., �̄v=0.
Numerical results with the horizontal separation between the
source and receiver of 5, 15, and 50 m, respectively, are
shown. Both source and receiver are located at equidistance
from façades and at the same height above the ground. It
follows from Fig. 3 that the numerical results according to
both schemes agree very well with each other. These com-
parisons have demonstrated the accuracy of the approximate
model, which is sufficient to estimate the effect of the atmo-
spheric absorption in a street canyon of typical source/
receiver geometrical configurations.

Similarly, we can derive an analogous expression for the
sound energy due to the image sources located below the
ground as follows:

�G =
�0e−�arG

w
�

0

�

�Gdx , �19�

where the subscript G denotes the corresponding parameters
for the ground-reflected waves. The symmetric function
�G�x� is given by

�G = �G�x� =
2�1 − �G�e	x ln�1−�̄v�/w−�aDG


DG
2 , �20�

where �G is the absorption coefficient of the ground, DG is
the total distance between the receiver and the image sources
below the ground

DG = �x2 + rG
2 , �21�

and rG is the corresponding horizontal separation

rG = �y2 + �zr + zs�2. �22�

Using an analogous approach, we can derive an approxi-
mate expression for the sound energy at the reception point
due to the image sources below the ground as follows:

�G =
− 2�0�1 − �G�e−�arG

wrG
Im�ei
GrGE1�i
GrG�� , �23�

where the parameters 
G and KG are given by


G = − ln�1 − �v�/w + �aKG �24a�

and

KG =
2

XG
2 � rG

2

2
ln�XG + �rG

2 + XG
2

rG
� +

XI
�rG

2 + XG
2

rG
2 �

− rGXG� . �24b�

By means of the same approach, it is possible to determine
XG by solving an analogous equation �cf. Eq. �11�� numeri-
cally. However, it is remarkable that the same term �i.e.,
XG=XI� may also be used in Eq. �24b� for calculating KG. A
numerical analysis has suggested that a small variation in XG

does not cause a significant change in the numerical values
of �G. The details of these numerical analyses are not shown
here for brevity.

The total sound energy can now be found by summing
the contributions from all image sources �above and below
the ground� to give

�T = �I + �G, �25�

where �I and �G are determined by Eqs. �7� and �19�, re-
spectively. It is possible to give a closed-form solution for �T

by substituting Eqs. �17� and �23� into Eq. �25� to yield

�T =
− 2�0e−�arI

wrI
Im�ei
IrIE1�i
IrI� + AG�1

− �G�ei
GrGE1�i
GrG�� , �26�

where AG is a correction factor for the change in distances
because the image sources are located below the ground. It is
given by

10
1

10
2

10
3

-4

-2

0

2

4

6

8

10

12

Air Absorption (dB/km)

R
el
at
iv
e
S
ou
nd
P
re
ss
ur
e
Le
ve
l(
dB
)

5 m

50 m

15 m

FIG. 3. The relative SPL is plotted versus the absorption factor in air. The
squares, circles, and diamonds are the numerical results based on the direct
numerical integration of Eq. �7� for the source/receiver separations of 5, 15,
and 50 m, respectively. The plus, asterisks, and crosses are the correspond-
ing results based on the approximate formula given in Eq. �17�. The source
and receiver are located at the center line of the street canyon and at the
same height above the ground. The reference SPL is taken as 1 m free-field
SPL; see Eq. �18�.
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AG = �rI/rG�e−�a�rG−rI�. �27�

If the source is located near the ground and at a large hori-
zontal separation from the receiver �i.e., rI�rG�, AG is ap-
proximately equal to unity.

B. Reverberation time in street canyons

To assess the effect of multiple reflections, it is useful to
determine the reverberation times in a street canyon. The
problem may be treated as the determination of the transient
sound field when the source is either switched on or turned
off. According to the principle of reciprocity, we may con-
sider the receiver as the center of the wave fronts: the crests
of spherical waves radiating from the receiver, which arrive
at different image sources at different times. For conve-
nience, the initial time t=0 is set at the moment when the
direct sound wave reaches the receiver R. Suppose that the
source is turned on at time t=−rI /c. Then the position of a
wave crest at time t�0 is located at a horizontal distance
xI�t� from the source S. By a simple geometrical consider-
ation, the path length DI from the receiver to an image source
above the ground can be determined by

DI�t� = �xI�t�2 + rI
2 = rI + ct , �28�

where rI is given by Eq. �1�; see Fig. 4 for a schematic of the
wave crests at time t=0 and at time t.

According to Eq. �14�, the transient sound energy due to
the image sources above the ground can then be written as

�I�t� =
2�0e−�arI

w
�

0

xI�t� e−
Ix

rI
2 + x2dx, t � 0, �29�

since only those sources located in the region −xI�t��x
�xI�t� can contribute to the sound field at the reception
point. Equation �29� can be reduced to Eq. �14� when t→�,
i.e., the total transient sound energy �I��� becomes the
steady-state sound energy at the reception point.

We can also consider a complimentary situation when
the source is originally turned on but it is deactivated at t=
−rI /c where c is the sound speed in air. In this case, the
transient sound energy at time t is simply given by

�I
��t� =

2�0e−�arI

w
�

xI�t�

� e−
Ix

rI
2 + x2dx, t � 0. �30�

The integrals given in Eqs. �30� and �29� can be evaluated,
respectively, to yield

�I
��t� = −

2�0e−�arI

wrI
Im	ei
IrIE1�
I�xI + irI��
 �31�

and

�I�t� = �I − �I
��t� , �32�

where �I is determined from Eq. �17�.
Similarly, the transient sound energy due to the image

source located below the ground can be determined when the
source is turned off at t=−rI /c. However, the sound energy
starts to decay at a later time at t= �rG /rI� /c because rG /rI.
The transient sound energy is given by

�G
� �t� = −

2�0e−�arG

wrG
Im	ei
GrGE1�
G�xG + irG��
,

t  �rG − rI�/c , �33�

where xG is determined by the following equation:

DG�t� = �xG�t�2 + rG
2 = rG + ct . �34�

On the other hand, if the source is activated at t=0, then the
transient sound energy is given by

�G�t� = �G − �G
� �t�, t  �rG − rI�/c . �35�

The effect of multiple reflections on street canyons can
be assessed by considering the reverberation times, T60 and
T30, where T60 is the time for the noise level to reduce by 60
dB below the initial level and T30 is the decay time for the
noise level to drop from �5 to �35 dB. A decay curve in the
noise level is normally needed to determine T60 and T30.
Therefore, we focus on the transient sound energy when the
source is turned off in favor of the transient sound energy
when the source is activated. The total transient sound en-
ergy can be obtained by summing the contributions from the
image sources located above and below the ground. From
Eqs. �31� and �33�, we can obtain

�T
��t� = �I

��t� + �G
� �t�

= −
2�0e−�arI

wrI
Im	ei
IrIE1�
I�xI + irI��

+ AG�1 − �G�ei
GrGE1�
G�xG + irG��
 . �36�

Since the current formulation is based on the image
source method, it is important to demonstrate the validity of
the model by comparing the current numerical results with
those predicted by the image source model. It is sufficient to
show plots of the decay curves with the source turned off at
t=rI /c. Figure 5 displays these comparisons at different
mean absorption coefficients of all boundary surfaces of
0.15, 0.2, 0.25, and 0.3, respectively. The width of 10 m and
the source/receiver separation of 10 m are used in the calcu-
lations. In the graphs, the relative SPLs are defined as

L�t� = 10 log��T
��t�/�T

��0�� , �37�

where the reference level �T
��0� is taken as the initial noise

level. The source and receiver are placed, respectively, at 0.5
and 5.0 m above the ground and they are located at equidis-
tance from the façade surfaces. We can see from Fig. 5 that
the predicted decay curves according to the image source

FIG. 4. Schematic to show the wave crests centering at the receiver at time
t=0 and at time t.
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method and the integral formulation agree tolerably well
with each other in all cases.

Using Eq. �36�, the decay curve can be produced by a
reverse-time integration of the transient response. This pro-
cess is known as the Schroeder approach.22,23 The reverbera-
tion time T60 is then determined by using the rate of decay
given by the linear regression with the noise level reducing
by 60 dB from the initial level. In other words, T60 can be
determined for the time when the ratio of �T

��t� /�T
��0� is

reduced to 10−6. If the reverberation time T30 is required, Eq.

�37� will be used to obtain the decay curve. A linear regres-
sion analysis is conducted to determine the rate of decay for
the noise level varying between 5 and 35 dB below �T

��0�.

III. COMPARISON WITH EXPERIMENTAL
MEASUREMENTS

A. Full scale field measurements in a town street

In the 1970s, Steenackers et al.12 carried out a series of
measurements for the reverberation time of typical town
streets with their widths varying between 9 and 60 m. An
alarm gun was used as an impulsive noise source where the
sound decay curves were measured. The reverberation time
was then used to estimate the sound absorption coefficient of
the town street. Their experimental data12 will be used to
validate the integral expression given in Eq. �36�. We also
compare the numerical results based on the image source
model with geometrically reflected boundary surfaces.16

Figure 6 displays the measured time histories of the rela-
tive SPLs adapted from the published data.12 They were the
sound level decay curves in the town streets with the respec-
tive widths of 12, 18, and 40 m. The horizontal distances
between the source and receiver for all measurements, which
were estimated from the experimental data, were 10 m. Since
the exact locations of the source and receiver are not avail-
able in Ref. 12, we assume that they were placed at 1.2 m
above the ground and at equidistance from the flanking
buildings.

To confirm the validity of this assumption, a prior nu-
merical analysis is conducted to examine the effect of the
source location on the SPLs at different receiver locations
along the street canyon. It is found that the sound fields are
generally uniform within the same cross sections of the street
canyon, especially, when the source and receiver are close to
the ground and their horizontal separation is sufficiently
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FIG. 5. The relative SPL is plotted versus time in a street canyon with the
width of 10 m, and the source/receiver separation of 10 m. The source and
receiver are placed, respectively, at 0.5 m and receiver at 5 m above the
ground and they are located at equidistance from the façade surfaces. The
mean absorption coefficients of all boundary surfaces are the same at �a�
0.15, �b� 0.2, �c� 0.25, and �d� 0.3. The solid lines �——� are the predictions
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when the source is turned off; see Eq. �37�.
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large. These numerical simulations are not shown here but
this finding is in agreement with the conclusion suggested by
Kang.16 With these prior numerical simulations, we expect
that their assumption on the source/receiver locations will be
sufficient to give accurate predictions of the sound fields in
the street canyons.

In addition to the published data, Fig. 6 also presents the
numerical predictions according to the image source model16

and the current formulation. In his numerical analyses,
Kang16 also used the incoherent model but he computed the
overall SPL by summing the contributions from all image
sources, which have been “switched” on. The number of im-
age sources increases discretely to its steady-state level after
the first arrival of the direct wave. The number of “switched-
on” image sources reaches its maximum level after a short
duration. Hence, the image source model predicts a step
change in the sound energy level shortly after the first arrival
time but time-varying sound energy will gradually become
the steady-state level as the time increases.

In the numerical calculations of all town streets, we as-
sume that the air absorption factor is zero because no perti-
nent information is provided for the atmospheric conditions
during the measurement periods. In Fig. 6�a�, we present the
predicted and measured results for the town street of 12 m
wide. According to Steenackers et al.,12 the ground was as-
sumed to be a perfectly reflecting surface and the average
mean absorption coefficient of the building façades was 0.15.
For the given source and receiver locations, Eq. �37� is used
to evaluate the time history of the relative SPLs. The numeri-
cal predictions according to the image source model and the
integral formulation agree to within 1.1 dB in the relative
SPL. Furthermore, both predicted results show good agree-
ments with the experimental data.

Figure 6�b� presents a set of data taken from Fig. 1 of
Ref. 12 where the width of the town street was 18 m. The
estimated sound absorption coefficient, which was taken
from Table I of Ref. 12, was 0.17. Again, we use Eq. �37� to
calculate the time histories of the relative SPLs. The average
discrepancy between the measured data and the image source
model is 1.21 dB while it is 1.15 dB for the integral formu-
lation.

The compared results for the last set of data are dis-
played in Fig. 6�c�. Based on the information obtained from
Steenackers et al.,12 we estimated that the mean absorption
coefficient of the façade was 0.3. Figure 6�c� shows tolerably
good agreements between the measured data and the numeri-
cal results according to both prediction methods. The aver-
age discrepancies between the image source method and
measured results are 1.54 and 1.35 dB for that of the integral
formulation.

By comparing with published experimental data, it is
enlightening to confirm the validity of the analytical formu-
lation for predicting the relative SPL in a street canyon. The
proposed model provides a simple closed-form solution,
which compares well with the standard image source model
and with the published experimental results.

B. Indoor model experiments

A model street canyon was built and placed in an
anechoic chamber of internal dimensions of 6	6	4 m3

�high�. Hard plywood boards of 20 mm thickness were used
to construct the model street canyon of 0.8 m wide, 5 m long,
and 2.6 m high. The hard plywood boards were varnished to
prevent leakage of sound. To simulate the façade surfaces
with finite impedance, the two vertical walls were covered
with acrylic light diffusers of 5 mm thickness; see Fig. 7. The
light diffusers have rectangular grids with dimensions of
15	15 mm2 and open volumes. The light diffusers may
give diffused sound fields but, nevertheless, Daigle et al.24

demonstrated experimentally that a hard ground covered
with light diffusers can be used to simulate an indoor imped-
ance plane. In light of the suggestion of Daigle et al.,24 we
conducted a set of short-range measurements for the propa-
gation of sound above the hard plywood board covered with
and without light diffusers. In these measurements, the
source and receiver were placed at a horizontal separation of
1 m and at heights of 0.01 m above the model ground.

Figure 8�a� shows a typical measured spectrum to dem-
onstrate the interference effects due to the direct and re-
flected waves for sound propagation above the model imped-
ance ground. The excess attenuation, which is defined as the
ratio of the total field above the impedance surface to the
free-field measurement at 1 m in the anechoic chamber, is
plotted against the source frequency in Fig. 8�a�. We also
conducted similar measurements for the propagation of
sound over the hard plywood board. Its measured excess

FIG. 7. �Color online� Photograph showing the setup of the indoor experi-
ment conducted in an anechoic chamber.
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attenuation spectrum is shown in Fig. 8�b�. From both graphs
in Fig. 8, there are clear interference dips due to the interfer-
ence of the direct and reflected waves although the primary
dip occurs at higher frequency for the hard ground. It is
because the impedance of a hard surface is usually higher
than that of the model plane with finite impedance. From
these two sets of short-range measurements in the anechoic
chamber, we can confirm the suitability of treating the ply-
wood board covered with light diffusers as a model imped-
ance plane.

We also use the measured excess attenuation spectra in
Fig. 8 to determine the acoustic impedances of the plywood
board with �impedance façade surfaces� and without �hard
ground surfaces� the cover of light diffusers. Attenborough’s
two-parameter model25 was used to characterize the surface
impedances, Z, of the vertical wall and the ground in the
present study. The surface impedance is calculated by

Z = 0.538��e/f + i�0.538��e/f + 19.74�e/f� , �38�

where f is the source frequency, �e is the effective flow
resistivity, and �e is the effective rate of change in porosity
with depth. The parametric values of �e and �e are deduced
from the short-range propagation measurement over the sur-
face.

The best-fit parametric values for �e and �e were
80 kPa s m−2 and 450 m−1 for the vertical walls �plywood
boards covered with light diffusers� and 80 000 kPa s m−2

and 50 m−1 for the ground made of the plywood board.
These parametric values for different boundary surfaces used
in the numerical simulations are summarized in Table I for
the ease of reference. Figure 8 also shows typical predicted
excess attenuation spectra for the propagation of sound
above the vertical walls and the ground where their imped-
ances are calculated by using Eq. �38� with the parametric
values given in Table I.

For the image source model and the current integral for-
mulation, the one-third octave band absorption coefficients
��� of the boundary surfaces are calculated from the mea-
sured impedance by22

� = �Z − 1

Z + 1
�2

. �39�

Using the Attenborough two-parameter impedance model,25

the absorption coefficients of the ground and vertical walls in
one-third octave bands are calculated and listed in Table II.

In indoor measurements, a Renkus-Heinz PN 61 self-
powered loudspeaker was used as the source and a “B&K”
4189 pre-polarized free-field 1/2 in. condenser microphone
was used as the receiver. A PC-based maximum length se-
quence system analyzer �Ref. 26� was used as both signal
generator for the source and data analyzer of the measure-
ments. The source strength was characterized by conducting
prior measurements to measure its SPL at 1 m free field in
the anechoic chamber. In the present indoor experiments, we
presented the results for steady-state SPLs at various hori-
zontal distances at different frequency bands. The source was
located at 0.545 m away from the left vertical wall and at
heights varying between 0.10 and 2.1 m. For the receiver, it
was also situated at 0.545 m from the left vertical wall and
0.2 m above the ground.

Figure 9 shows the typical spectra of the steady-state
SPLs where the receiver was located at 2 and 4 m from the
source. The source and received were, respectively, placed at
0.6 and 0.2 m above the ground and at the same distance of
0.545 m from the left vertical wall. In the graphs, we com-
pare the measured spectra with the numerical predictions ac-
cording to the integral formulation. The measured and nu-
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FIG. 8. The acoustic characterization of �a� the vertical walls �indoor façades� and �b� the hard floor �indoor ground�. The two-parameter model was used to
characterize the surface impedances. These parametric values are listed in Table I for information. The solid lines are �——� are theoretical predictions and
the dotted lines �----� are experimental data.

TABLE I. The best-fit parametric values of the effective flow resistivity ��e�
and the effective rate of change in porosity with depth ��e� for predicting the
acoustic impedance of the boundary surfaces used in the indoor and outdoor
experiments.

�e

�kPa s m−2�
�e

�m−1�

Indoor façade 80 450
Indoor ground 80 000 50
Outdoor façade 50 000 500
Outdoor ground 200 000 500
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merical predictions agree reasonably well with each other
except for one or two individual one-third octave bands, e.g.,
a discrepancy of about 5 dB was found for 3150 Hz in the 2
m separation and about 7 dB for 5 kHz in the 4 m separation.
It is also observed that the integral formulation can predict
the general trend of the measured spectral SPLs. The average
discrepancies in the one-third octave bands were found to be
1.9 and 2.7 dB, respectively, for the 2 and 4 m separations.

The variation of the steady-state SPL with the horizontal
separation is shown in Fig. 10 where four sets of typical
results for the frequencies of 500 Hz, 1.25 kHz, 2.5 kHz, and
5 kHz are presented. The relative source/receiver positions
with the ground and with the vertical walls are the same as in
Fig. 9. These plots serve to highlight the capability of the
integral formulation in predicting the general trend of mea-
sured data for the indoor model experiments.

Before we end this section, they wish to point out that
there were other studies26,27 examining an improved tech-
nique for simultaneously selecting both an optimal scale fac-
tor and optimal model materials for use in indoor scale

model experiments. However, there is no attempt to select
the most appropriate materials for modeling the façade sur-
faces in the present study. The use of a model impedance
plane is sufficient to validate the integral formulation by
comparing its predicted SPLs with the precise indoor
measurements.28

C. Outdoor field measurements in an alley street

To confirm the versatility of the integral formulation, we
conducted a further set of full scale field measurements in an
alley street. It was 3.13 m wide, 20 m long, and the height of
the two parallel was 54 m. The alley street had a concrete
ground and both vertical walls were covered with hard mo-
saic tiles. We used the same set of instrument for all indoor
and outdoor measurements. Figure 11 shows the experimen-
tal setup in the alley street. In the experiments, the source
was located at the center of the alley street and 0.1 m above
the ground. The receiver was placed at a height of 1.6 m
above the ground and at 0.69 m from one of the vertical
walls. The distance between source and receiver was ad-
justed between 1 and 20 m.

TABLE II. The estimated mean absorption coefficients of the boundary surfaces given in dB and the absorption coefficient of air at 30 °C and 80% relative
humidity given in dB/km.

Frequency �Hz� 400 500 630 800 1000 1250 1600 2000 2500 3150 4000 5000 6300 8000
Absorption coefficient
�indoor façade� 0.07 0.09 0.11 0.14 0.18 0.21 0.25 0.29 0.32 0.34 0.36 0.37 0.36 0.35
Absorption coefficient
�indoor ground� 0.026 0.028 0.032 0.036 0.04 0.045 0.05 0.056 0.062 0.07 0.079 0.088 0.098 0.11
Absorption coefficient
�outdoor façade� 0.028 0.03 0.036 0.041 0.046 0.052 0.059 0.067 0.075 0.084 0.094 0.11 0.12 0.13
Absorption coefficient
�outdoor ground� 0.011 0.013 0.014 0.016 0.018 0.020 0.023 0.026 0.028 0.032 0.036 0.04 0.045 0.05
Air absorption
�30 °C, 80% R.H.�
�dB/km� 1.98 2.79 4.14 5.66 7.41 9.28 11.2 13.3 15.7 18.8 23.1 29.7 39.8 55.7
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FIG. 9. The SPL spectra for the indoor model experiments. The source was
located at 0.6 m above the ground and at 0.565 m from one side of the
vertical wall. The receiver was placed at 0.2 m above the ground and 0.215
from the same wall. The thick solid lines are experimental data and the thin
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FIG. 10. The SPL is plotted versus the horizontal distance. The source and
receiver locations are the same as Fig. 9. The thick solid lines are for ex-
perimental data and thin solid lines are for predictions by the integral for-
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open circles: 5 kHz.�
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Prior in-situ measurements were conducted to determine
the sound absorption coefficient of the vertical walls and the
ground. The source and receiver were placed at 0.01 m above
the respective surfaces and their horizontal separation was
set at 1 m in these measurements. Again, the Attenborough
two-parameter impedance model25 was used to characterize
the respective impedances of the surfaces and their paramet-
ric values are listed in Table I. All these boundary surfaces
were made of acoustically hard construction materials, which
led to fairly high parametric values for �e according to the
short-range characterization measurements.

The sound absorption coefficients of the concrete ground
and the vertical walls covered with mosaic tiles can then be
calculated according to Eq. �39�. These absorption coeffi-
cients, which are listed in Table II, will then be used in
subsequent calculations of the reverberation times and SPLs
in the alley street.

During the measurement, the outdoor temperature was
about 30 °C and the relative humidity was 80%, the air ab-
sorption factors which are used in the following predictions
and are obtained from Ref. 20. The air absorption coeffi-
cients at different frequency bands are listed in Table II. Due
to the relatively high background noise levels in the field
measurements, the reverberation time T30 was measured in
favor of T60. The SPL of the loudspeaker was measured at 1
m free field in the anechoic chamber before the field mea-
surements. It was used to compare with the SPLs measured
in the alley street.

Figure 12 shows the experimental data of T30 in one-
third octave bands for the source and receiver located along
the alley street. We compare the measured data with the nu-
merical predictions of reverberation times for horizontal
separations of 4 and 12 m. The numerical results according
to the integral formulations are also shown in Fig. 12. We
remark that the numerical predictions can only give a reason-
able estimation of the general trend of T30 as the source
frequency increases. Comparison of results for other source/
receiver separations was generally similar to those shown in
Fig. 12 but they are not shown here for succinctness. In this
set of data, the source and receiver are placed at respective

heights of 0.1 and 1.6 m above the ground. They are located
at respective distances of 1.56 and 0.69 m from one of the
vertical walls.

Figure 13 displays the variations of reverberation times
with the horizontal separation. The source/receiver positions
relative to the vertical walls and the ground are the same as
above. Numerical results and measured data are presented
for the source frequencies of 800 Hz, 1.6 kHz, 2 kHz, and 4
kHz. Similar results are also obtained for other frequencies
but only four frequencies are selected for presentation. As
shown in the plots, the predicted T30 varies marginally along
the horizontal range �up to 15 m� although the experimental

FIG. 11. �Color online� Photograph showing the experiment setup of the
field measurements in an alley street.
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tion. �Plus signs: 800 Hz, squares: 1.6 kHz, asterisks: 2 kHz, and open
circles: 4 kHz.�
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data show a fluctuation in T30. In general, the integral formu-
lation can predict the average level of measured T30 over the
range of interest.

Next, the same source/receiver geometries as above are
used for the next two sets of the experimental measurements.
In the first set of data, the predicted and measured spectra for
the steady-state SPLs are compared in Fig. 14 for the respec-
tive horizontal separations of 4, 12, and 20 m. Apparently,
the numerical predictions according to the integral formula-
tion give reasonably good agreements with the general trends
of the measured frequency spectra in all cases. In the second
set of data, the variations of steady-state SPLs with the hori-
zontal range were shown in Fig. 15 for the respective fre-
quencies of 500 Hz, 800 Hz, 2 kHz, and 4 kHz. Again, the

predicted results show tolerably good agreements with the
general trend for the reduction in the SPLs when the separa-
tion between the source and receiver increases.

IV. CONCLUSIONS

By modeling a street canyon as a long enclosure with an
open top, it is possible to use an energy approach to sum the
contribution from all image sources incoherently. In the
present study, an integral formulation has been developed to
estimate the noise levels in a street canyon by replacing the
discrete image sources with an effective line source. The
integral formulation is used to predict the decay curve of
sound energy where the reverberation time in the street can-
yon can be estimated. Based on the reverberation time, the
steady-state SPLs in the street canyon can be calculated. It
has been demonstrated that the predictions according to the
integral formulation agreed reasonably well with published
data conducted in a town street. The numerical results ac-
cording to the integral formulation also show good agree-
ments with indoor and outdoor experimental data obtained in
the present study. The integral formulation can be used to
provide an efficient model for predicting noise levels and the
reverberation effect in a street canyon.
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An approach is proposed to shed light on the mechanisms underlying human perception of
environmental sound that intrudes in everyday living. Most research on exposure-effect
relationships aims at relating overall effects to overall exposure indicators in an epidemiological
fashion, without including available knowledge on the possible underlying mechanisms. Here, it is
proposed to start from available knowledge on audition and perception to construct a computational
framework for the effect of environmental sound on individuals. Obviously, at the individual level
additional mechanisms �inter-sensory, attentional, cognitive, emotional� play a role in the perception
of environmental sound. As a first step, current knowledge is made explicit by building a model
mimicking some aspects of human auditory perception. This model is grounded in the hypothesis
that long-term perception of environmental sound is determined primarily by short notice-events.
The applicability of the notice-event model is illustrated by simulating a synthetic population
exposed to typical Flemish environmental noise. From these simulation results, it is demonstrated
that the notice-event model is able to mimic the differences between the annoyance caused by road
traffic noise exposure and railway traffic noise exposure that are also observed empirically in other
studies and thus could provide an explanation for these differences.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3158601�

PACS number�s�: 43.50.Rq, 43.50.Qp, 43.66.Lj, 43.66.Ba �BSF� Pages: 656–665

I. INTRODUCTION

During the last century, substantial research efforts have
been spent on relating noise exposure to the discomfort or
annoyance caused by it. A large body of knowledge is based
on socio-acoustical surveys, in which large groups of persons
are questioned about their own home environment. The an-
noyance effects of noise and potential confounders are
mainly expressed on the basis of population averages.1,2 Re-
searchers have, for example, focused strongly on determin-
ing quantitative relationships between community noise an-
noyance of transportation noise and outdoor energy
equivalent sound pressure levels �Ldn or Lden �Refs. 3 and 4��.
In practice, noise annoyance modifiers have been modeled
by adding penalties or bonuses to the equivalent sound pres-
sure levels.5,6

It has been suggested that sound events may play an
important role in the prevalence of noise annoyance.7–12 This

can be argued based on the principle that the auditory sys-
tem, like the other sensory systems, records instant changes
in environmental stimuli rather than the average level of a
continuous exposure.10 Various indicators have been used for
characterizing noise as a series of sound events, such as the
maximum sound pressure level LAmax, the number of �heavy�
vehicle pass-bys, or the number of events for which the
sound pressure level exceeds a given threshold.13–15 These
are alternative exposure models for expressing the relation-
ship with annoyance.16

Several authors have put forward the assumption that
sound has to be noticed in order for it to contribute to an
overall impression of annoyance.17–21 Noticing depends on
the characteristics of the sound �the most important being the
signal-to-noise ratio� and on the observer listening and pay-
ing attention to the sound. The indicators do neither include
this continuously active attention process nor account for the
necessary co-occurrence of the listening process of the con-
tinuous sound. In this work we introduce the concept of a
notice-event, which is defined as an instance of consciously
perceiving the sound under study. We start from the hypoth-
esis that long-term perception of environmental sound �and

a�Author to whom correspondence should be addressed. Electronic mail:
bert.decoensel@intec.ugent.be. On leave from Acoustics Group, Depart-
ment of Information Technology, Ghent University, Belgium.
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reported annoyance� is built from a series of such notice-
events and their sound characteristics during these notice-
events. To estimate notice-events and thus to unravel part of
the underlying mechanisms of human perception of environ-
mental sound, we propose a computational ab initio ap-
proach. To illustrate this concept, we will develop a causal
simulation model for auditory perception, based on known
acoustical, psychoacoustical, and psychological principles,
extracted from well-controlled experiments on perception re-
ported in literature.

In Sec. II, we will outline the proposed methodology
from a conceptual point of view. In Sec. III, a quantification
and implementation of some of the introduced concepts will
be discussed. In Sec. IV, we will use the proposed model to
explain differences in traffic noise annoyance.

II. METHODOLOGICAL FRAMEWORK

A. Definition of a notice-event

Our key hypothesis states that the perception of environ-
mental sound is primarily determined by consciously noticed
sounds. The importance of noticing in the perception of com-
plex sound has already been stressed in earlier work concern-
ing the emergence of noise annoyance.17–21 It could be ar-
gued that the “non-noticed” background sound could affect
mood, stress, and certainly health. However, in light of the
application envisaged in this paper such higher-order effects
are assumed to be of minor importance and are therefore not
considered.

We define a notice-event as an instant of consciously
perceiving the sound under study. The occurrence of a
notice-event depends, among other things, on the sound level
of the sound relative to the background, the current environ-
mental context of the listener and his/her activity �which may
also produce sound, if, e.g., watching television or cooking�,
as well as on several personal factors which vary with time,
such as the degree of focused attention to the sound22 and the
amount of �short-term� mental habituation23,24 that may have
occurred. It is important to note that a notice-event can occur
whenever any of the above-mentioned parameters changes.
For example, a sudden increase in attention may trigger a
notice-event, even though the sound level did not increase.
Instantaneous attention to environmental sound will be influ-
enced by changes in overall alertness toward ones environ-
ment with time �e.g., circadian variation25� and will depend
on the ongoing activity. For example, sleeping lowers the
conscious attention to sound, whereas relaxing may result in
heightened attention to sound. While performing a task that
requires significant mental resources, attention to sound is
likely to be low.19

B. Ab initio modeling

In order to estimate the occurrence of notice-events, we
propose to use a computational ab initio approach. The in-
creasing availability of computing power has made it pos-
sible to simulate complex systems ab initio, starting from
basic laws governing the behavior of particular constituents.
Mainly because of its predictive capacity and its potential for
discovering new phenomena, ab initio modeling has become

very popular in natural as well as applied sciences.26,27 Next
to predicting system behavior, computational ab initio mod-
els have great potential in extracting knowledge on the inter-
nal mechanisms governing this behavior. For example, the
frontiers of computing are now explored to build computa-
tional models of psychological processes such as visual
perception.28 By implementing a model in software, one is
forced to concretize fuzzy ideas, to quantify model param-
eters, or even to formulate hypotheses and to add additional
submodels. Constructing the model in itself is therefore a
fruitful process since it forces the scientist to make explicit
the knowledge on the mechanisms governing the behavior of
the system. The model is called valid if it is able to recreate,
at least in a qualitative way, macroscopic trends and depen-
dencies found in empirical data from the real-life system.
The mathematical description of the model then arises gradu-
ally by iteration between software implementation, simula-
tion, and comparison with real-life phenomena.

In applying an ab initio approach to the estimation of the
occurrence of notice-events, the aim is to build a logical
model for an individual person based on known acoustical,
psychoacoustical, and psychological principles. A model de-
scribing an individual person will have to include the audi-
tory perception of environmental sound in the everyday liv-
ing environment, together with its underlying mechanisms in
a broad sense. Furthermore, an ab initio approach requires a
causal model for perception. Inclusion of causality naturally
leads to the inclusion of temporal aspects, making perception
emerge and transform over time. Explicitly accounting for
time also provides opportunities to model the interaction of
factors influencing perception and its evaluation over time.
Consider, for example �short-term� habituation to noise,
which may suppress the occurrence of notice-events over
time. A time-domain model will allow linking this basic un-
derstanding of the mechanisms to the gross effect observed
in surveys.

An often used paradigm is to model the internal mecha-
nisms governing the behavior of individuals, and then to ob-
serve the group behavior resulting from a large number of
simulated individuals �sometimes referred to as a synthetic
population�, each characterized by its own set of parameters
to model interindividual differences. Exposure-effect rela-
tionships valid for large groups of persons can also be ex-
tracted from averaging over a synthetic population, but in the
case of environmental sound perception, the interactions be-
tween group members have low influence on the overall be-
havior. Interindividual interactions are ignored in the simpli-
fied model presented in this paper.

III. A MODEL FOR NOTICE-EVENTS

A. General considerations

To substantiate the ideas introduced in Sec. II, an audi-
tory perception model for estimating the occurrence of
notice-events is developed mathematically in this section. A
time-domain model is envisaged because, as already shown
above, temporal effects need special care. Ranges for time
constants are derived from the psychoacoustical literature
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and from a specific noise annoyance field experiment.29 A
slightly different version of the model has earlier been re-
ported elsewhere.30–33

In view of the feasibility of the numerical effort, details
of the auditory processing of the sound signal are not con-
sidered: time-varying descriptors of what is potentially per-
ceived by the auditory system form the input of the model,
rather than the raw sound wave. Time sequences of the sound
pressure level from typical sources such as cars, trains, birds,
etc., are simulated based on the presence of sources in the
environment �Sec. III E�. If one is situated in an environment
with multiple sound components, the acoustical pattern at the
ear will consist of the sum of all concurrent sounds. Never-
theless, the human auditory system is able to separate this
mixture of sounds34 and to form separate descriptions of
each sound source. This mechanism is commonly referred to
as auditory scene analysis.35 By simulating auditory streams
for each separate environmental sound source, the non-trivial
problems of modeling auditory scene analysis and sound
source identification36 are by-passed. The difference between
mere detecting and identifying is thereby ignored. In other
words, it is assumed that a non-identifiable sound is not no-
ticed. Note that also the effects of tonality—the contribution
to source identification is implicit—are neglected since only
the sound pressure level is considered.

B. Noticed sound exposure level

The model for auditory perception analyzes the environ-
mental sound and identifies its noticed sound components.
The difference in sound pressure level between any particu-
lar sound and the “background” noise �all other sounds� is
considered as the key feature; once this difference exceeds a
�dynamic� threshold, a notice-event occurs. The condition
used to identify the starting point in time of a notice-event is
simplified to

Lf�t� � Lb�t� + Tstart�t� , �1�

with t the current simulation time, Lf the sound pressure
level of the sound under study �foreground sound�, Lb the
background sound pressure level, and Tstart the notice-
threshold �sound pressure level in dB�A�� for the start of a
notice-event. The instantaneous notice-threshold can be in-
terpreted as the signal-to-noise ratio that the foreground “sig-
nal” sound has to have to be noticed consciously above the
background “noise.” In a similar way, the point in time at
which the modeled individual stops in noticing the fore-
ground sound is determined by

Lf�t� � Lb�t� + Tstop�t� , �2�

with Tstop the notice-threshold for the end of a notice-event.
Together, Tstart and Tstop mark segments �tb

i , te
i � in time at

which the sound under study is noticed.
Inspired by the hypotheses that only consciously noticed

sound events contribute to annoyance, and that the contribu-
tion of an event to perceived annoyance is proportional to its
audibility above the background,20 we define the noticed
sound exposure level by

SELthr = 10 log10��
i=1

N �
tb
i

te
i

10Lthr�t�/10dt� , �3�

where N denotes the number of notice-events during the
simulated time period, tb

i and te
i denote the beginning and end

times of these notice-events, and Lthr denotes the portion of
the sound pressure level during a notice-event that is above
the notice-threshold:

Lthr�t� = Lf�t� − Lb�t� − Tstop�t� . �4�

The idea of only taking into account the contribution of
sounds above a threshold in the calculation of the sound
exposure level has in the past been proposed to be a more
logical way to assess noise annoyance.18,37 Instead of using a
fixed threshold, this work considers the threshold to be time-
varying and depending on the instantaneous attention to the
specific component sound.

C. Attention and gating

The degree of attention to a specific sound source is
dependent on a number of factors. As already mentioned,
attention will depend on the time of the day and on the
current activity. It is safe to assume that T�t� decreases
monotonically with increasing attention a�t�; hence for sim-
plicity, we approximate it by a linear function

Tstart� �t� = Tstop�t� = Tbase − Cn · a�t� , �5�

where Cn is used as a general constant determining the in-
fluence of attention on the notice-threshold.

After a sound is noticed, subsequent peaks in its sound
pressure level will not trigger the beginning of a new notice-
event, unless these are sufficiently more noticeable. The psy-
chophysical function closest to explaining this is gating �per-
ceptual and attentional origin�. The gating condition holds on
slightly longer than the event that was first noticed continues
because it is known that non-negligible time constants would
be involved in the process.38,39 Hence, Eq. �5� is extended to
model gating:

Tstart�t� = Tstart� �t� + Cg exp�− H�t − t̃e� ·
t − t̃e

�g
� , �6�

where t̃e is the end time of the last notice-event �+� if t lies
within a notice-event�. H denotes the Heaviside step func-
tion. As a result of gating, multiple peaks in sound pressure
level occurring shortly after each other are lumped into one
notice-event. Cg determines the extra sound level, relative to
the level of the current sound event, that notice-events need
in order to defeat the gating mechanism. The time constant
�g determines the decrease in noticeability immediately after
a notice-event. This mechanism determines whether, for ex-
ample, individual cars and trucks are noticed, or rather the
traffic as a whole.

D. Habituation and attention focusing

Because of �short-term� mental habituation,23,24,40 the ef-
fective duration of noticing a sound can be shorter than what
is expected from the raw sound pressure levels. Habituation
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may also suppress the emergence of new notice-events be-
cause the individual has become used to a certain sound ex-
posure. However, it is well-known that habituation is
limited.23,24 Habituation h�t� is assumed to be proportional to
the exponentially averaged sound pressure level,38,41 whether
the sound is noticed or not,

h�t� =
1

�h
�

−�

t

Lf�u� · exp�−
t − u

�h
�du . �7�

Time constants �h involved in stimulus specific short-term
habituation vary between several seconds to several
minutes.38,41 Furthermore, it is assumed that the effect of
short-term habituation is mediated through reduced attention
to intruding sound,

a��t� = aact�t� − Ch · h�t� , �8�

where aact�t� denotes the �potentially time-varying� attention
to the particular sound associated with the current activity,
and where Ch determines the strength of the habituation ef-
fect.

When a modeled individual notices a sound, by defini-
tion, his/her attention is drawn to it. Because of this elevated
state of attention, events in the immediate future are more
likely to be noticed. This effect counteracts habituation but
on a shorter time scale �a couple of seconds�. It also reduces
the effect of gating but at a different level: attention focusing
is part of a cognitive process, whereas gating is sensory in
nature. Formally, we may define attention focusing as a pri-
ority shift that a notice-event induces in the global attention
system, resulting in a temporary increase in attending to
sound.

Attention focusing is instantaneous and diminishes over
time. When no new notice-events occur, the priorities reor-
ganize and fall back to their equilibrium. Attention focusing
can be modeled by a step in the attention that exponentially
fades away:

a�t� = a��t� + Ca exp�−
t − t̃b

�a
� , �9�

with t̃b the starting time of the last notice-event and �a the
time constant involved in attention focusing. Note that the
product Cn ·Ca determines the reduction in notice-threshold
caused by the attention focusing of the modeled individual.

Figure 1 shows an example of a time series of simulated
foreground sound pressure level caused by road traffic �see
Sec. III E�, together with the notice-events. The simulation
starts when the modeled individual is suddenly exposed to
road traffic sound, for example, because he or she leaves the
home. At that moment, road traffic is noticed, but the mod-
eled individual becomes habituated to the sound �indicated
by an elevated threshold� and it will not be noticed anymore
after about a minute. Because of the gating and habituation
mechanisms, vehicles passing by during the subsequent min-
utes will not be noticed until a significantly louder vehicle
passes by after approximately 3 min and 20 s.

E. Simulating sound exposure

The first design decision is to choose an appropriate
temporal resolution for the simulation based on the expected
resolution of notice-events. The time to react to a sound is
around 0.2 s for the sound pressure levels considered here42

�well above the hearing threshold�. However, the psychologi-
cal presence, that is, the perceived nowness, has been esti-
mated to be 2–3 s.43,44 Peaks in the sound pressure level
would be smoothened when using such a large temporal res-
olution. Therefore, 1 s is chosen as the temporal resolution: a
safe margin on the perception side and sufficiently small to
resolve individual notice-events. The input to the model for
auditory perception will be expressed as a time series of
LAeq,1 s values for each of the environmental sounds consid-
ered.

Various sound sources can be simulated to reproduce the
environmental sound to which a modeled individual is ex-
posed. In light of Sec. IV, in which our model will be used to
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predict transportation noise annoyance in an at-home con-
text, we will first focus on the noise produced by road traffic
and railway traffic. The generation of the fluctuations in
sound pressure level caused by transportation could be ac-
complished by noise mapping software capable of calculat-
ing time-varying noise immission.45,46 Generally, this entails
simulating road traffic and railway traffic noise in the large
neighborhood of the modeled individual, calculating the
time-varying noise emission associated with all vehicle
sources and finally calculating the resulting noise immission
at the location of the modeled individual by the use of a
sound propagation model. However, this approach is compu-
tationally very intensive and thus only feasible for small ar-
eas.

For the example given in this paper, it is assumed that
the road traffic noise exposure of a modeled individual is
mainly determined by the main road closest to its location.
This road is modeled as two single lane vehicle streams, one
of passenger vehicles and one of heavy vehicles. In its cur-
rent form, the model does not include binaural effects and
thus the exact location and driving direction of vehicles
would be irrelevant. The calculation of attenuation is simpli-
fied by assuming a free field and by ignoring the presence of
screening obstacles and meteorological effects.

For the example given in this paper, we also simplify
traffic statistics. The duration between road vehicle passages
is primarily determined by individual driver characteristics.
In considering a stream of vehicles as a whole, the time
between two consecutive vehicle passages can be modeled in
first order approximation by an exponential distribution. This
implies that the occurrence of a vehicle passage during a
sufficiently small time interval can be modeled by a Poisson
process:12,47 the probability of a vehicle passage only de-
pends on the traffic intensity and is independent of earlier
passages. Furthermore, vehicle speed is found to adhere to a
normal distribution.48 These approximations will fail when
the road is close to saturation �e.g., during rush hour�. How-
ever, at that point the sound pressure level produced by the
road is more invariant and notice-events will be determined
mainly by other changes �e.g., a change in activity�.

Road vehicles are modeled by an omnidirectional point
source. The A-weighted squared sound pressure at the loca-
tion of the modeled individual �before insulation of the
building is accounted for�, produced by a single vehicle, is
approximated by

p2�t� =
1

4�
·

W · �c

�v · �t − tp��2 + droad
2 , �10�

where �c denotes the characteristic impedance of air, W de-
notes the A-weighted sound power of the vehicle, tp denotes
the time of occurrence of the vehicle passage, and v denotes
the vehicle traveling speed on a straight road at perpendicu-
lar distance droad to the modeled individual. A vehicle stream
is characterized by the traffic intensity and the mean and
variance of the vehicle speed. Using this technique to predict
the noise exposure allows us to include easily some variabil-
ity of the speed of the vehicles within a stream �and conse-
quently their noise-source power� when modeling the ob-
served distribution of emissions and speeds in real life.

Finally, the noise produced on the nearest main road by both
passenger vehicle and heavy vehicle streams is added to-
gether to obtain the total instantaneous sound exposure pro-
duced by road traffic noise.

Similar to the case of road traffic noise, it is assumed
that the railway noise exposure of a modeled individual is
mainly determined by the railway closest to its location. This
railway noise is modeled as two train streams, one of person
trains and one of freight trains. Although railway traffic is
much more deterministic than road traffic, the same approach
for pass-bys is followed: arrival times are assumed to adhere
to a Poisson distribution. The difference is that trains are
modeled as moving line sources rather than as moving point
sources. The A-weighted squared sound pressure at the loca-
tion of the modeled perceiving individual �before insulation
of the building is accounted for�, produced by a single train,
is approximated by

p2�t� =
1

4� · M
�
i=0

M
W · �c

	v · �t − tp� +
i · l

M

2

+ drail
2

, �11�

where l denotes the length of the train and M denotes the
number of point sources used to represent the sound from the
line source; typically M is around 20.

Next to the noise caused by transportation, the sound to
which the modeled individual is exposed in its dwelling may
consist of, among other things, the sound generated by the
individual itself and possibly by other individuals, various
mechanical and electrical sounds, and sounds from nature
�wind, birds, etc.�. It is not feasible to model accurately all
these sources of sound. However, because we are only inter-
ested in the temporal envelope of the sound produced by the
above-mentioned sources, we can take advantage of known
statistical properties of the temporal envelope of ambient
sounds.

The spectral density of the temporal envelope of various
types of music and speech has often been found to show a
remarkably good resemblance to 1 / f noise49 on time scales
spanning minutes to hours. Furthermore, this 1 / f temporal
behavior has been revealed in a broad range of environmen-
tal sounds, both in rural and urban contexts. This behavior
can be linked to self-organization of the underlying complex
systems of noise sources.50,51 Based on these findings, we
decided to model the temporal envelope of the sound pres-
sure level caused by all sources other than transportation as
1 / f noise. It could be argued that the sound produced by the
modeled individual itself should be simulated separately be-
cause the modeled individual is the producer and has some
form of control and because this sound is correlated with
attention through activity. However, because the model pre-
sented here does not at present include behavioral feedback
mechanisms, such as active coping, a separation would have
little influence on the outcome.
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IV. SIMULATION RESULTS

A. Sensitivity analysis

The model for auditory perception presented in Sec. III
contains a number of parameters. Although important knowl-
edge is available from well-controlled perception experi-
ments, exact values for all parameters are not readily avail-
able in the literature, especially not if the extent of
interindividual differences are to be fully considered; some
parameters are hard or impossible to measure. As mentioned
in Sec. II B, one solution is to consider a synthetic popula-
tion consisting of a large number of individuals and to draw
samples from appropriate distributions for each parameter
instead of assigning fixed values. Ideally, the synthetic popu-
lation will exhibit the same statistics on the observed vari-
ables as would be found in observations of the real popula-
tion. As a first numerical illustration, we will investigate the
sensitivity of the auditory perception model to each of its
parameters using this sampling-based technique. The inten-
tion is to find those model parameters which distributions are
most responsible for the variation in model output.

Let us consider a synthetic population of 104 individuals
with model parameters that are randomly sampled from the
intervals shown in Table I. Because of lack of data, a uniform
distribution over individuals is assumed for all parameters.
Intervals were chosen wide enough to encompass the ranges
found in the literature cited in Sec. III. The following fixed
contextual parameters are considered: each individual is lo-
cated inside its dwelling, which has an insulation of 20
dB�A�; the average ambient sound pressure level �including
the noise produced by the individual itself� is 40 dB�A�; a
road is located outside the dwelling at a distance of 20 m,
carrying a flow of 600 vehicles/h with 20% of heavy ve-
hicles, and with an average vehicle speed of 70�3 km /h.
During daytime, these values are typical for home environ-
ments in Flanders, the northern part of Belgium �see also
Sec. IV B�.

For each modeled individual, time series of LAeq,1 s in-
side the dwelling caused by road traffic and other ambient
noise sources were simulated for a duration of 1 h, using the
model described in Sec. III E. To estimate the A-weighted
sound power of the road vehicles as a function of vehicle
type and speed, the Harmonoise model52 was used with ref-
erence conditions for road surface. Subsequently, a series of
notice-events was calculated for each modeled individual,

considering the road traffic noise as the foreground sound
and the 1 / f ambient noise as the background sound.

Figure 2 shows the noticed sound exposure level SELthr

�Eq. �3�� by the simulated individuals of the synthetic popu-
lation as a function of each model parameter �averaged
within ten sub-intervals�. It can be seen that the base notice-
threshold Tbase and the habituation strength Ch have the larg-
est influence on SELthr. As would be expected, less vehicle
passages will be noticed if the base notice-threshold is high,
if the habituation time constant is low, or if the influence of
habituation is high. As a consequence, changes in sampling
distribution for these parameters will have the largest influ-
ence on aggregated results. Gating and focusing seem to
have little influence if results are averaged over all other
model parameters. However, the model contains several in-
teractions between parameters, e.g., results are more sensi-
tive to aact if Cn is high �this can be seen from Eqs. �5�, �8�,
and �9�� and to �g if Cg is high �Eq. �6��. As a consequence,
changes in the sampling distribution for these parameters
also could have some influence, although this influence will
be smaller than comparable changes in the sampling distri-
bution for Tbase or Ch. The relationships shown in Fig. 2 still
hold qualitatively if traffic flow, speed, and distance to the
closest main road are varied within realistic bounds.

B. Representative context

As a second numerical illustration of the model pre-
sented and discussed in Sec. III, we consider a representative
sample of the population in Flanders. In order to achieve a
set of contexts, representative for home environments in
Flanders, a synthetic population was constructed to resemble
the population living at 7500 sampled locations. The dwell-
ings were located geographically using their addresses, and
these were linked to Geographic Information System �GIS�
data �road segments and traffic data�. Subsequently, the per-
pendicular distance to the nearest main road was calculated
for each dwelling, as was the average hourly intensity and
speed �average value and standard deviation� of cars and
heavy vehicles during daytime, evening, and nighttime. The
simulation parameters of the railway closest to the dwelling
were determined by the same algorithm as for the road.

Time series of LAeq,1 s levels inside the dwelling caused
by road traffic, railway traffic, and other ambient noise
sources were simulated for a duration of 24 h. For road traf-
fic, again the Harmonoise model52 was used. To estimate the
A-weighted sound power of the trains as a function of train
type and speed, the BeGIS model53 was used. This model
combines measurements of the local rolling stock with trends
from the Dutch standard method. Because of lack of empiri-
cal data, the average ambient sound pressure level and the
building insulation were each randomized among individu-
als. The distribution of physical noise insulation of building
façades behind which people reside most of the day ranged
from 0 �e.g., individual in garden� to 30 dB�A� during day-
time and evening and from 10 to 30 dB�A� during nighttime.
The average ambient sound pressure level, including the
noise produced by the modeled individual’s activities, ranged
from 25 to 55 dB�A� during daytime and evening and from

TABLE I. Range for the parameters of the modeled individuals in the syn-
thetic population.

Parameter Description Interval Unit

Tbase Base threshold 0–20 dB�A�
Cn Attention strength 0–20 dB�A�
aact Activity attention 0–3 −
Cg Gating strength 0–50 dB�A�
�g Gating time constant 0.1–60 s
Ch Habituation strength 0–0.2 dB�A�−1

�h Habituation time constant 0.1–200 s
Ca Focusing strength 0–1 −
�a Focusing time constant 0.1–10 s

J. Acoust. Soc. Am., Vol. 126, No. 2, August 2009 De Coensel et al.: Model for perception of environmental sound 661



15 to 35 dB�A� during nighttime. Model parameters were
again randomly sampled from the intervals shown in Table I.

Two series of notice-events were calculated for each
modeled individual:

�1� considering the major road traffic noise as the fore-
ground sound, and the combination of railway traffic
noise and 1 / f ambient noise as the background sound
and

�2� considering the railway traffic noise as the foreground
sound, and the combination of major road traffic noise
and 1 / f ambient noise as the background sound.

Figure 3 shows the noticed sound exposure level by the
simulated individuals of the synthetic population, as a func-
tion of façade Lden, for road and railway traffic. Above an
Lden of 45 dB�A�, a distinct difference of SELthr is evident
between road and railway traffic noise at the same average
sound pressure level. This difference resembles remarkably
differences reported in annoyance between road and railway
traffic noise, as observed in several field studies of the
past.4,54,55 These annoyance differences have led to less re-
strictive regulation for railway noise �railway bonus� relative
to noise from road traffic �see, e.g., the German, French, or
Austrian legislation�. Several explanations for a railway bo-
nus have been proposed.4,29

How can the difference in annoyance for road and rail-
way traffic be explained in light of the model of Sec. III?
Consider the sound event caused by a train passage. This

event will be noticed if its sound pressure level is sufficiently
high at the same time as the levels of the background noise
and the notice-threshold are sufficiently low �Eq. �1��. With a
fluctuating sound pressure level of the background and of the
notice-threshold, the duration of the event plays a role. If the
sound pressure level of the train event is not too high, by
chance the sound pressure level of the background and of the
notice-threshold have to be low during the train passage.
Otherwise the train event will not be noticed. Therefore, the
chance to notice major road traffic of invariant sound pres-
sure level will be higher �although lower than for the maxi-
mum sound pressure level of the train passage at the same
LAeq�.

If train noise is considered on its own, it is expected that
habituation will gradually decrease the probability of notic-
ing, whereas attention may increase this probability. If the
noise from the major road is added to this scenario, it will act
as an additional background noise to the noticed train pas-
sages, in particular, if sound pressure levels are sufficiently
low. The reduced signal-to-noise ratio will decrease the over-
all probability of noticing. However, this mechanism is not
reciprocal: train noise events, because of their relatively
lower rate of occurrence, are expected to influence less the
noticing of the noise from the major road. Also, because road
traffic noise has a more continuous character, habituation
will influence largely the notice-threshold for road traffic
noise.
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FIG. 2. Noticed sound exposure level for 1 h for the simulated individuals of the synthetic population caused by road traffic noise exposure as a function of
the different model parameters.
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Figure 4 shows the noticed sound exposure level by the
simulated individuals of the synthetic population, caused by
railway traffic noise exposure, plotted as a function of calcu-
lated railway Lden. The data are grouped according to dis-
tance to the railway track. A railway track at a large distance
will, for the same average sound pressure level, produce
lower maximum levels because of the spread over time of
the sound pressure level envelope of the passages. As a con-
sequence, the energetic masking accomplished by road traffic
noise and other ambient noise sources is expected to be
larger. This would explain the lower probability of noticing a
train passage at a large distance, as compared to a train pas-
sage at a close distance. Similar to this observation, it has
previously been shown that annoyance to railway traffic
noise depends significantly on the distance to the track.29,56,57

V. CONCLUSIONS AND PERSPECTIVES

A theoretical modeling approach to the perception of
environmental sound in the home environment has been pre-
sented. Our proposal was to model, in a bottom-up fashion,
the perception of an individual a priori from known acous-
tical, psychoacoustical, and psychological knowledge. Ide-
ally, this approach will take into account personal and con-
textual variables in clarifying the human perception of
environmental sound. To outline the idea, a computational
model for auditory perception was constructed, by which
psychoacoustical processes such as gating, habituation, and
attention focusing were implemented.

The presented model contained a number of parameters,
but because results are to be considered only at an aggre-
gated level, no fixed values need to be assigned to these
parameters. Instead, values can be sampled from appropriate

distributions, with wide enough intervals to encompass the
ranges found in literature. As a consequence, part of the vari-
ability in model output results from the variability introduced
through sampling model parameters. A sensitivity analysis
showed that the base notice-threshold and the habituation
strength have the largest influence on the variability of the
model output, provided results are averaged over all other
model parameters. These parameters could constitute a
means for including the effects of, e.g., the current activity or
sensitivity to noise, but more research will be needed to es-
tablish the appropriate relationships.

As an illustration of the model, simulation results were
presented based on a representative sample of the population
in Flanders. The noticed sound exposure level was defined to
measure the fraction of the sound exposure that is con-
sciously noticed. If one accepts that noticing an environmen-
tal sound is a prerequisite for becoming annoyed �defined
here as self-reported annoyance in surveys�, the proposed
notice-event model allows us to explain two features ob-
served in the literature of the exposure-effect relationships
for self-reported noise annoyance and Lden.

First, in the living environment, railway traffic noise is
found to be less annoying than road traffic noise at the same
average sound pressure level.4,54,55 The proposed model sug-
gests that this difference is based on physical properties and
basic psychophysical processes of the human auditory sys-
tem. Differences in cognitive processing and emotions were
not included in the model and thus seem of less importance
for explaining the effect—as has sometimes been suggested.
Accordingly, the difference between railway traffic and road
traffic noise annoyance is mainly caused by the temporal
structure of the exposure, by noticing, and by associated at-
tention and habituation processes.
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Second, in many studies, increases in annoyance were
observed to be caused by railway noise at shorter distance to
the track although the Lden was the same, though this effect is
not documented as consistently in the literature as the rail-
way bonus. Indeed, for the exposure situation in Flanders,
the notice-event model shows a higher noticed sound expo-
sure level at shorter distances. An important factor in our
notice-event model is the background noise, e.g., road traffic
noise and noise from own activities in the home, which de-
cides how much the noise maximum of the train passage
emerges above it. Trains at shorter distance produce higher
peak levels which emerge more easily above this back-
ground, even at low average levels.

Many authors have pointed out the importance of per-
sonal factors, including personality traits and states, in the
assessment of environmental sound.1,5,6,58,59 Our approach
treats each individual as being unique and tries to model
contextual and personal factors on an individual basis.
Therefore, future developments of the proposed model
should include the implementation of emotional and cogni-
tive submodels, which should allow for further effects on
annoyance as regards personal preference, the built environ-
ment, living circumstances, and the socio-cultural context.60
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Sound equalization in closed spaces can be significantly improved by generating propagating waves
that are naturally associated with the geometry, as, for example, plane waves in rectangular
enclosures. This paper presents a control approach termed effort variation regularization based on
this idea. Effort variation equalization involves modifying the conventional cost function in sound
equalization, which is based on minimizing least-squares reproduction errors, by adding a term that
is proportional to the squared deviations between complex source strengths, calculated
independently for the sources at each of the two walls perpendicular to the direction of propagation.
Simulation results in a two-dimensional room of irregular shape and in a rectangular room with
sources randomly distributed on two opposite walls demonstrate that the proposed technique leads
to smaller global reproduction errors and better equalization performance at listening positions
outside of the control region compared to effort regularization and compared to a simple technique
that involves driving groups of sources identically.
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I. INTRODUCTION

The purpose of equalization in room acoustics is to com-
pensate for the undesired modification that an enclosure in-
troduces to signals as, for example, audio or speech. Tradi-
tional multi-channel methods introduce digital filters to pre-
process the input signal before it is fed to a set of
loudspeakers so that the spectral coloration and the rever-
beration tail associated with the transmission path are
reduced.1,2 Generally, equalization is focused on improving
two different attributes of the listening response: the rever-
beration time and the magnitude response. Modal equaliza-
tion attempts to control the modal decay of low-frequency
modes so that they correspond to a target reverberation
time.3,4 This method is based on a rearrangement of the poles
of the listening response. It is a spatially robust method in
the sense that increasing the decay rate of a modal resonance
at a single position in the room results in an increment of the
decay rate at other positions as well.5 Magnitude response
equalization attempts to reduce the unevenness associated
with the peaks and dips in the spectrum of the listening re-
sponse. Generally, the process aims to design the source in-
put signal so that the obtainable signals at a set of receiving
positions approximate a set of desired signals.6,7

Based on the latter approach, it has been shown that
equalization in a large region of a room can be favored by
the reproduction of a freely propagating plane wave.8–13 This

is achieved by appropriate positioning of sound sources at
two opposite walls perpendicular to the direction of propa-
gation. In this way the equalization can be extended to a
spatial region that covers almost the complete volume of the
room. It has been shown theoretically that for the successful
generation of a plane wave in a rectangular room, the sources
at each side are in phase and their amplitudes assume well-
defined ratios.10 These ratios reflect the natural effect of the
nearby reflecting surfaces, varying according to the source
position inside the room. Also, for the case of a perfectly
rectangular room with uniform acoustic wall admittance, op-
timum source locations as well as favorable listening planes
have been identified.13 In the same work it has been shown
that by exploiting the symmetries in the rectangular room, an
ideal source distribution can be found. In that case, a single
equalization filter at each side and a limited control sensor
array are enough to achieve a successful equalization over an
area covering almost the complete volume of the room.
These observations suggest that the source filters at each one
of the two “playing” walls are highly correlated and this
correlation is desired in order to achieve a spatially extended
equalization.

This work presents a modification to the cost function
used in the traditional least-squares approximation. The pro-
posed technique, termed effort variation regularization, is
based on the general form of Tikhonov regularization14 and
works by penalizing the squared deviations between source
strengths.

In the frequency domain, penalization of the complex
source strength variations can be realized using square tridi-
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agonal or bidiagonal differential operators instead of the uni-
tary matrix used in traditional effort regularization.14 Simu-
lation results for a room of irregular shape demonstrate the
applicability of the technique when the conditions for equal-
ization are more difficult than in perfectly rectangular rooms.

Following the traditional least-squares approach for the
equalization of broadband signals, effort variation regulariza-
tion can easily be applied in the time domain using finite
impulse response �FIR� equalization filters. Simulation re-
sults for a three-dimensional rectangular room show that
good global equalization can be achieved with a few control
sensors placed outside the listening area, without restraining
the presence and motion of listeners inside the room.

II. CONTROL MODEL

Suppose that it is desired to equalize the sound field in a
spatial region in an enclosure with L reproduction sources.
The sound pressure in the region is sampled by M monitor
sensors placed at �r1 ,r2 , . . . ,rM�, and this provides a mea-
sure of the performance of reproduction in the entire listen-
ing space. The pressure at the monitoring sensors subject to
the L source excitations can be written as7

pM = ZMq , �1�

where pM is a column vector with the M complex sound
pressures at the monitor sensors �Pa�, q is a column vector
with the complex strengths of the L sources �m3 /s�, and ZM

is an M �L transfer matrix with the transfer functions be-
tween the L sources and the M monitor sensors. A small
group of N control sensors is selected from the M monitor
sensors at �r1 ,r2 , . . . ,rN�, covering a small region centered
inside the listening area. It is assumed that this compact con-
trol sensor array represents a more practical sound reproduc-
tion system that occupies less space and requires less equip-
ment and input channels. This system is informed about the
performance of reproduction in the controlled region by the
difference between the desired sound pressure and the actual
reproduced sound pressure at the control sensors as ex-
pressed by

e = pd − Zq , �2�

where pd is the vector with the desired sound pressures at the
N control sensors, and Z is the transfer matrix with the trans-
fer functions between the L sources and the N control sen-
sors.

A. Regularization techniques

Equalization is related to the inverse problem of recon-
structing the strengths of a number of sources given the
transfer matrix and the desired responses at a number of
receiving positions in the room. When the number of sensors
is less than the number of sources the linear problem is un-
derdetermined and reconstruction of the source strengths re-
quires the use of a regularization technique. One of the most
common techniques used in active control is effort regular-
ization, which is based on the standard form of Tikhonov
regularization14–16 and the cost function

J��� = ��q − pd�H��q − pd� + �qHq , �3�

where � is a positive scalar that weights the penalty term in
the cost function. Minimization of this cost function gives a
solution to the underdetermined system. Furthermore, it has
been shown that a proper choice of the regularization param-
eter � has the ability to enlarge the effective area of equal-
ization inside a room.12 The optimum source strength vector
for this regularization technique is

qo
��� = ��I + ZHZ�−1ZHpd. �4�

In search of more efficient penalization techniques,
power output regularization has recently been presented and
associated with the general form of Tikhonov regulariza-
tion.12 Used in a similar equalization task, penalization of the
total power output favored the reproduction of the plane
propagating wave in the room, resulting in an increment of
the effective equalization area.

Based also on the general form of Tikhonov regulariza-
tion, effort variation regularization relies on the use of the
cost function

J�h� = ��q − pd�H��q − pd� + h�Dq�H�Dq� , �5�

where h is a positive scalar that weights the effort variation
penalty term in the cost function, and the weight matrix D
represents a discrete first or second order differential opera-
tor. Such matrices are usually of the form17

D = �
− 1 1 0 0 . . .

0 − 1 1 0 . . .

0 0 − 1 1 . . .

0 0 0 − 1 . . .

] ] ] ] �

� , �6�

and

D = �
− 1 1 0 0 . . .

1 − 2 1 0 . . .

0 1 − 2 1 . . .

0 0 1 − 2 . . .

] ] ] ] �

� , �7�

for first and second order variation penalties, respectively. If
the quantity �Dq�H�Dq� is expanded in terms of the elements
of the vector q, it can be seen that such matrices penalize
variations between the strengths of adjacent sources and thus
force the system to a more uniform solution, which in the
extreme case would lead to all the sources having equal
strengths �q1=q2= ¯ =qL�. Under the condition that the ma-
trix hDHD+ZHZ is invertible, the optimum solution can be
derived as

qo
�h� = �hDHD + ZHZ�−1ZHpd. �8�

It should be noted that for such differential operators the
matrix DHD is singular, and therefore too strong penalization
can be expected to harm the calculation of �hDHD+ZHZ�−1.
Also, in contrast to the case of effort regularization, the num-
bering of the sources and their positioning in the source
strength vector q is of great importance, and, as will be
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shown, it must be consistent with the source array geometry.

B. Reproduction error criteria

The achieved quality of the equalization is measured in
the entire listening space with the use of the M monitor
sensors. The global reproduction error is calculated as the
square root of the mean square value of the errors at the
monitor sensors normalized by the energy of the desired
sound field at the monitor sensors pd,M,

ELSm
�j� = 	 eM

H eM

pd,M
H pd,M


1/2

= 	 �pd,M−ZMqo
�j��H�pd,M − ZMqo

�j��
pd,M

H pd,M

1/2

. �9�

Here eM =pd,M −ZMqo
�j� and j=� or h, which implies effort

regularization and effort variation regularization, respec-
tively. For the given definition of the reproduction error, and
assuming that the equalization is achieved by the generation
of a propagating plane wave, a value up to 0.3 implies that
the deviations between the reproduced sound pressure and
the desired pressure are within an interval of �3 dB, whereas
a value up to 0.5 implies deviations within �6 dB.

The performance of the reproduction is also measured at
the N control sensors as

ELSc
�j� = 	 �pd − Zqo

�j��H�pd − Zqo
�j��

pd
Hpd


1/2

. �10�

In addition to the control approaches described above it
is also interesting to define an ideal system that uses the
information from all M monitor sensors in the adaptation of
the optimum source strengths by minimizing the global cost
function

J�id� = eM
H eM . �11�

The optimum source strengths for this control approach are
given by

qo
�id� = �ZM

H ZM�−1ZM
H pd,M . �12�

This corresponds to the best that can be achieved in the ideal,
unrealistic case where control sensors covering the entire lis-
tening space are used. No kind of regularization is included
in the calculation of the optimum source strengths given by
Eq. �12�. Under the examined conditions, the matrix ZM is
always overdetermined and ZM

H ZM is positive definite. The
global reproduction performance of the ideal system can also
be judged by the global reproduction error by substituting
qo

�j� with qo
�id� in Eq. �9�.

III. SIMULATIONS IN A TWO-DIMENSIONAL ROOM

A. Conditions for the simulations

The purpose of this section is to investigate equalization
in a non-rectangular room, which is modeled using the
boundary element method.18,19 A sum of 3784 linear triangu-
lar elements is used in order to mesh the physical boundary
of the room, shown in Fig. 1. The vertical dimension of the
room is kept relatively small �Lz=0.1 m� so that the equal-

ization problem is actually reduced to a two-dimensional
one. A constant acoustic wall impedance of 120�0c, where
�0=1.204 kg /m3 is the density of air and c=344 m /s is the
speed of sound, has been assumed. Eleven sound sources
with monopole characteristics are used to control the sound
field; five point sources are placed on the left wall at xL

=0.1 m, and the remaining six sources are placed near the
right wall at xR=3.4 m. The equalization is examined in the
listening area, which is defined as a rectangle with the lower
left corner at �0.7, 0.3, 0.1� m and the right upper corner at
�2.8, 1.8, 0.1� m. A sum of 352 monitor sensors is spread
inside the listening area in order to monitor the sound pres-
sure, and a square grid of nine control sensors is used near
the middle of the room in order to optimize the complex
source strengths. The central control sensor is placed at �2, 1,
0.1� m. The distance between the monitor sensors as well as
between the control sensors is 0.1 m in both the x- and the
y-direction. In this configuration the control region covers
less than 4% of the listening area. The purpose of the ar-
rangement is to reproduce a plane wave that travels in the
x-direction, simulating a sound field of constant amplitude
that varies as e−jkx.

B. The ideal system

Reproduction of the plane wave subject to minimization
of the reproduction error at the M monitor sensors is accom-
plished successfully. Implementation of the ideal system is
based on knowledge of the transfer functions from all
sources to all monitor sensors, something that would be im-
practical in a real situation. However, this approach is worth
examining because it provides useful observations about the
correlation in the optimum complex source strengths re-
quired for the generation of the plane wave. The optimum
source amplitudes are shown in Figs. 2�a� and 2�c� for the
five left and the six right point sources, respectively, and the
optimum phases are shown in Figs. 2�b� and 2�d�. Some
deviations between the source amplitudes can be seen in
Figs. 2�a� and 2�c�. The deviations are seen to be smaller at
the left wall than at the right one. On the other hand, inspec-

FIG. 1. Configuration of the equalization system in a two-dimensional non-
rectangular room. The lower left monopole source coordinates are �0.1, 0.2,
0.1�, and the upper left are �0.1, 1.8, 0.1�, while the lower right and upper
right source coordinates are �3.4, 0.2 0.1� and �3.4, 2.6, 0.1�, respectively.
The source spacing is 0.4 m at both sides.
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tion of Figs. 2�b� and 2�d� shows that the sources at each side
tend to have identical phases, in particular, above 300 Hz.
Note that the phases at the left side are stabilized around zero
whereas the phases at the right side tend to vary linearly with
the frequency according to −e−jkxR. This means that the
sources are 180° out of phase with the desired sound pres-
sure at x=xR, which is necessary to avoid reflections from the
receiving wall. This behavior, which has already been ob-
served and explained theoretically by Santillán8 for the case
of rectangular rooms, remains a desired condition for good
global equalization also in irregularly shaped rooms.

C. Implementation of effort variation regularization

For the given arrangement and the source numbering
shown in Fig. 1, the effort variation penalty term of Eq. �5� is
implemented with the matrix

D = � DL 06�6

05�5 DR
� , �13�

where

DL = �
− 1 1 0 0 0

1 − 2 1 0 0

0 1 − 2 1 0

0 0 1 − 2 1

0 0 0 1 − 1
� , �14�

DR = �
− 1 1 0 0 0 0

1 − 2 1 0 0 0

0 1 − 2 1 0 0

0 0 1 − 2 1 0

0 0 0 1 − 2 1

0 0 0 0 1 − 1

� , �15�

and 05�5 and 06�6 are zero matrices. These second order
differential operators penalize the variation between the
strengths of adjacent sources. Note that with the numbering
shown in Fig. 1 sources 1 and 5 have only one neighbor and
are therefore linked only to sources 2 and 4, respectively,
whereas source 2, for example, is linked to both sources 1
and 3. It is also interesting to observe from Eq. �13� that
none of the sources 1–5 is linked to any of the opposite
sources 6–11. This suggests that the deviations in the solu-
tion are penalized independently at each side.

D. Equalization with two coupled source arrays

Inspired by previous work on sound equalization in a
rectangular room13 the idea of coupling the sources at each
side of the room is also examined. In this particular case this
means that the five left sources are driven with the same
amplitude and phase, and the same holds for the six right
sources. This technique is evidently similar to using two in-
dependent “column” loudspeakers,20 one at each side of the
room. In the frequency domain, only two complex source
strengths, one for the left source array and one for the right
one, should be estimated. This corresponds to solving an
overdetermined system

qcoupled = �qL

qR
� = �Zcoupled

H Zcoupled�−1Zcoupled
H pd, �16�

where qL and qR are the left and right coupled source array
strengths, respectively, and Zcoupled is the 9�2 matrix carry-
ing the acoustic transfer functions from each source array to
the control sensors inside the room. This approach thus as-
sumes a-priori known conditions about the source strengths,
giving results that would be similar to those derived by effort
variation regularization in the extreme case where h→�.

E. Reproduction performance

The system is now tested for global equalization subject
to minimization of reproduction errors only at the nine con-
trol sensors. Examination of the reproduction error at the
control sensor locations shows that the increment of the
regularization parameters � and h is followed by reduction
in the quality of equalization at these positions. Nevertheless,
the accuracy of the reproduction in the entire listening area is
improved for a non-trivial value of the regularization param-
eters with both the proposed and the conventional technique.
This can be seen in Fig. 3, where the global reproduction
error is plotted as a function of the regularization parameter
for effort regularization and effort variation regularization at
520 Hz. The values of the regularization parameters in Eqs.
�4� and �8� were set equal to �=450 and h=900, and the
global reproduction error was determined between 30 and

FIG. 2. Amplitudes �a� and phases �b� of the left sources �at x=0.1 m�, and
amplitudes �c� and phases �d� of the right sources �at y=3.4 m� with the
ideal system.
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750 Hz. Figure 4�a� shows the global reproduction error also
for the ideal and for the coupled source system, and Fig. 4�b�
shows the reproduction error at the control sensor locations
for both regularization techniques as well as for the coupled
source system. Both regularization techniques achieve an al-
most perfect equalization result in the control region in the
entire frequency range. However, whereas the reproduction
error in the control region is of the same order of size both
with effort regularization and effort variation regularization,
the global performance of these two techniques is evidently
different. It can be seen in Fig. 4�a� that effort regularization
leads to large global reproduction errors above 300 Hz. This
is translated into a rapid decline of the reproduction perfor-
mance when moving away from the control positions.
Whereas this deterioration increases with the frequency with
the traditional regularization technique it can be seen that the
proposed regularization technique achieves much smaller re-

production errors from 300 to 700 Hz. This indicates that the
proposed control approach gives better equalization results at
the monitor positions outside the control region. This dem-
onstrates an important advantage in this frequency region,
but it should be mentioned that all techniques apart from the
ideal system exhibit a poor global performance around 230
Hz. The frequency of this error peak appears to be depending
on the location of the control sensors. In any case it was
observed that proper adjustment of the regularization factors
� and h reduces the global reproduction error below 0.5
around 230 Hz both for effort regularization and effort varia-
tion regularization. In the simulation results presented above,
a constant value of the regularization factor was used in the
entire frequency range.

Examination of the coupled source system shows that it
is unable to provide a good global equalization result, al-
though some improvement is observed at the highest fre-
quencies of the investigation. This indicates that the success
of the proposed technique compared to the case of the
coupled source array is due to imposing a desired correlation
without necessarily preventing deviations that are required
for the adaptation to the particulars of the room. The indi-
vidual effect of each regularization technique in each derived
solution qo

�h� and qo
��� can be seen in Figs. 5 and 6. The

variation in the source amplitudes at the left and the right
side can be seen in �a� and �b�, and the variation in the source
phases is shown in �c� and �d�. Comparing the source phases
shown in Figs. 5 and 6 shows that the effort variation penalty
term has reduced the phase deviations at each side. However,
whereas the amplitude deviations at the left side are reduced
compared to effort regularization, an evident deviation is ob-
served at the right source amplitudes. In agreement with pre-
vious observations this shows that effort variation has acted
by equalizing the source phases without preventing the am-
plitude deviation that is necessary for room compensation.

FIG. 3. Global reproduction error as a function of the regularization param-
eter for effort regularization and effort variation regularization for second
order differential operator at 520 Hz.

FIG. 4. �a� Global reproduction error as a function of the frequency for the
ideal system, effort regularization, effort variation regularization, and
coupled source arrays. �b� Reproduction error at the control sensors for
effort regularization, effort variation regularization, and coupled source ar-
ray.

FIG. 5. Amplitudes �a� and phases �b� of the left sources, and amplitudes �c�
and phases �d� of the right sources with effort variation regularization.
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IV. EFFORT VARIATION REGULARIZATION IN TIME
DOMAIN EQUALIZATION OF BROADBAND
SIGNALS

The following is intended to demonstrate the use of ef-
fort variation regularization in the time domain and also in-
volves applying the proposed technique to cases of more
complicated source distributions, such as those required for
three-dimensional rooms. To overcome the time and memory
restrictions imposed by the boundary element method, the
acoustic transfer functions are calculated here on the basis of
an analytical model which is appropriate for rectangular
rooms.

A. Time domain implementation of equalization

The following analysis is based on the matrix formula-
tion by Elliott and Nelson.6 A block diagram of the equaliza-
tion system is shown in Fig. 7. The aim is to design L digital
FIR control filters, one for each sound source, with impulse

responses hl�n� such that the obtainable signal d̂m�n� at the
mth control sensor �1�m�N� is the best approximation to
the desired signal dm�n� at the sensor. �Although the index m
has so far been associated with the monitor sensors, it is used
here to avoid confusion with the discrete time index n.� Here
dm�n� is a delayed version �by �m samples� of the original

input signal x�n�. Since a plane wave traveling in the
y-direction is desired, the duration of the delay depends on
the ordinate of the listening position corresponding to the
propagation of the plane wave.

The impulse response between the input of the lth
source and the output of the mth sensor is modeled by an FIR
filter with J coefficients, represented by cml�n� in Fig. 7. The

signal d̂m�n� detected by the mth sensor can be expressed as

d̂m�n� = 
l=1

L


i=1

I

hl�i�rml�n − i� , �17�

where hl�i� is the ith coefficient of the FIR control filter
whose output is the input to the lth loudspeaker, and rml�n� is
the reference signal produced by convolving the input signal
x�n� with the impulse response cml�n�. Each control filter is
assumed to have an impulse response of I samples. In vector
notation Eq. �17� can be written as

d̂m�n� = hT�0�rm�n� + hT�1�rm�n − 1� + ¯

+ hT�I − 1�rm�n − I + 1� , �18�

where a composite tap weight vector and a reference signal
vector have been defined by

hT�i� = �h1�i� h2�i� ¯ hL�i� � �19�

and

rm
T �n� = �rm1�n� rm2�n� ¯ rmL�n� � . �20�

The final vector that contains all the I coefficients of all the L
control FIR filters can be written as

aT = �hT�0� hT�1� ¯ hT�I − 1� � , �21�

and the error vector signal at the N control sensors can be
expressed as

e�n� = d�n� − R�n�a , �22�

where

R�n� = �
r1

T�n� r1
T�n − 1� ¯ r1

T�n − I + 1�
r2

T�n� r2
T�n − 1� ¯ r2

T�n − I + 1�
]

rM
T �n� rM

T �n − 1� rM
T �n − I + 1�

� �23�

is the matrix of filtered reference signals. The optimal coef-
ficients of the control filters are determined by minimizing a
performance index defined by21

J = E�eT�n�e�n� + �aT�n�Wa�n�� , �24�

where E is the expectation operator, W is a generally sym-
metric matrix that defines the type of penalization in the cost
function, and � is the regularization parameter that defines
the weighting assign to the penalty term. It can be seen that
the performance index can be expressed as a quadratic func-
tion in terms of all the individual coefficients in the equal-
ization filters. This performance index has a unique global
minimum that corresponds to the optimal control filter coef-
ficients

FIG. 6. Amplitudes �a� and phases �b� of the left sources, and amplitudes �c�
and phases �d� of the right sources with effort regularization.

FIG. 7. Block diagram for equalization of broadband signals.
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ao = �E�R�n�TR�n� + �W��−1E�R�n�Td�n�� . �25�

It should be noticed that Eq. �25� gives the optimal solution
in a statistical sense. The only required information about the
source input signal is the autocorrelation function. In the
case when W=I �the identity matrix�, the second term in the
expression for the cost function, Eq. �24�, becomes identical
to the effort penalty term that has been used in similar active
control applications.14,15,21 The optimum control filters in this
case are specified in terms of the value of the regularization
parameter � as

ao
��� = �E�R�n�TR�n� + ����−1E�R�n�Td�n�� . �26�

The transformation of the proposed technique to the
form necessary for the time domain equalization of random
signals is easily accomplished with proper weighting of the
filter coefficients. Again the differential operators must be
constructed so as to be in agreement with the source num-
bering and the architecture of the filter vector a. Considering
that the sources are numbered continuously, as in the ex-
ample presented previously in the frequency domain, the ma-
trix W can be straightforwardly composed by similar differ-
ential operators D as those defined in Eqs. �14� and �15�,

W = �T� , �27�

where � is square matrix of order I ·L defined as

� = �
D 0 . . . 0

0 D . . . 0

] ] � ]

0 0 . . . D
� . �28�

By inspecting the structure of � and the architecture of the
composite filter vector a in Eqs. �19� and �21� it can be seen
that the penalty term in the cost function in Eq. �24� can be
written as

aT�T�a = 
i=0

I−1

hT�i�DTDhT�i� . �29�

This implies that the symmetrical matrix W used in the time
domain measures the deviation between adjacent source filter
coefficients in the same way as the matrix DTD measures the
deviation between adjacent source strengths in the frequency
domain. Under the condition that the matrix E�R�n�TR�n�
+h�T�� is invertible, the optimum filter coefficients can be
computed by substituting Eq. �27� into Eq. �25�.

B. Conditions for the simulations

The simulations that follow are intended for demonstrat-
ing the benefits of the proposed technique in time domain
equalization of random signals in a three-dimensional rect-
angular room. For this purpose, the conventional modal sum
of the sound field in a lightly damped rectangular enclosure
with walls of uniform specific acoustic admittance proposed
by Morse22 is used in the form presented by Bullmore et al.23

The sources are modeled as square pistons that vibrate with a
normal velocity ul=ql /A, where A=a2 is the area of the pis-

ton sources. The piston sources are oriented inside the room
so that their surfaces are parallel to the xz-plane.

The room has dimensions of Lx=2 m, Ly =3.2 m, and
Lz=1.2 m, and the damping ratio is set equal to 0.015,
which corresponds to a reverberation time of 0.73 s at 100
Hz. The sampling rate in the simulations is 1 kHz. Equaliza-
tion in an extended three-dimensional listening area inside
the room is now attempted by the simulation of a plane wave
traveling along the y-axis. This is to be achieved with the use
of 30 piston sources, 15 on each wall perpendicular to the
direction of propagation at y=0.1 and y=3.1 m. The piston
sources are placed according to a 3�5 pattern on each wall,
with their centers displaced 9 cm from their initial positions
at a random angle on the xz-plane, as shown in Fig. 8. This
random source distribution is chosen in order to avoid the
ideal conditions that are met by deterministic source place-
ment in the rectangular room. Although proper placement
tactics can simplify the problem and define simple optimum
correlation in the source equalization filters,10,13 these condi-
tions are not easily defined in the real world, for example,
because of non-ideal room shape, source misplacement, and
non-uniform acoustic properties of the boundaries. Any cor-
relation that might be introduced because of the symmetries
in the analytical model is here avoided by misplacement of
the sources. However, care is taken for the sources not to be
close to one another or close to the edges and the corners of
the room.

The global reproduction error in these simulations is cal-
culated in a three-dimensional rectangular volume of 1.5
�2.4�0.9 m3. The sound pressure in this volume is
sampled by a grid of 6�8�4=192 monitor sensors. The
monitor sensors are placed as follows: in eight sensor planes
of 6�4 monitor sensors, perpendicular to the direction of
propagation, with the first plane placed at y=0.3 m and the
last one at y=2.71 m. Each monitor sensor plane is sepa-
rated from the other by a distance of 0.343 m, which is equal
to the distance that the sound travels in one sampling period.
The distance between monitor sensors along the x- and
z-axes is equal to 0.3 m and the monitor sensors are extended
from x=0.25 to x=1.75 m and from z=0.15 to z=1.05 m.
The monitor sensors are presented as black dots in Fig. 8.

FIG. 8. Front view of the room and of the equalization system. The black
arrows indicate the correlation path while moving from source 1 to source
15 on the left wall at y=0.1 m.
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Although equalization of the sound field is required in
an extended three-dimensional region, this is to be achieved
with the limited number of 4�4=16 control sensors placed,
as shown in Figs. 8 and 9. The separation distance between
control sensors along the y-axis is also equal to 0.343 m
while the separation distance along the x-axis is equal to 0.2
m. The control sensors are located at x=0.7, 0.9, 1.1, and 1.3
m with the first four error sensors placed at y=0.3 m, and
the last four ones at y=1.329 m �see Fig. 9�. The control
sensors at x=0.7 and 1.3 m are at a height of z=1 m, and
those at x=0.9 and 1.1 m are at a height of z=1.1 m. The
control sensors are thus placed just below the ceiling, at a
position where in a more realistic case of a higher room they
would not interfere with the presence and motion of listen-
ers.

For the time domain simulations, an input signal with a
delta function as the autocorrelation function is assumed, and
the loudspeakers are modeled as first order analog high pass
filters with a pole at 100 Hz. The frequency responses from
the input of each loudspeaker to the output of each sensor are
calculated with the modal model. All the natural modes up to
1100 Hz are taken into account for the simulation of the
sound field in the room. These frequency responses are mul-
tiplied by the frequency response of a low pass anti-aliasing
filter and by the frequency response of the loudspeakers, and
an inverse fast Fourier transform �FFT� is applied for the
calculation of the discrete impulse responses cml�n�. The
number of coefficients used for each impulse response is J
=300, and the number of coefficients in each control filter
hl�n� is set equal to I=70. A delay of 30 samples is applied to
obtain the desired signal at the first four control sensors at
y=0.3 m, and additional delays of one, two, and three
samples are used for the second, third, and fourth lines of
control sensors at y=0.643, 0.986, and 1.329 m, respectively.

C. Implementation of effort variation regularization

A second order differential operator is constructed that
counts the squared deviations of the filter samples for two
individual series of 15 sources. A correlation path is specified
according to the source numbering, which for the left sources
1–15 at y=0.1 m is shown in Fig. 8. It can be seen that
sources are linked vertically rather than horizontally. A simi-
lar correlation path is applied on the other side, linking
sources 16–30 at y=3.1 m. A 30�30 differential operator is
thus constructed as

D = �D� 0

0 D�
� , �30�

where D� is a 15�15 tri-diagonal matrix with all elements in
the main diagonal equal to 	2, except elements �1,1� and
�15,15�, which are equal to 	1, and all elements in the first
two parallel diagonals are 1. The optimum equalization fil-
ters can now be calculated for effort weighting according to
Eq. �26� and for the proposed technique according to Eq.
�25�, where the matrix W is constructed according to Eqs.
�27� and �28�, using D as in Eq. �30�.

D. Reproduction performance

The success of each control technique is judged by the
accuracy of reproduction in the entire listening area. The
global reproduction error can be calculated as a function of
the frequency as

ELS�
� = � 
m=1

M

�1 − �pm�
���2

M
�

1/2

, �31�

where pm�
� is the reproduced sound pressure at the mth
monitor sensor at radial frequency 
, and M =192 is the
number of the monitor sensors. The reproduced sound pres-
sure pm�
� is determined by calculating an FFT of the signal

d̂m�n� detected at each sensor after equalization. This global
index is intended for examining the quality of equalization
achieved with the limited control sensor array previously
presented. Apart from effort regularization and effort varia-
tion regularization, equalization with two individual coupled
source arrays is also examined. The coupling condition as-
sumes exactly the same equalization filter for all 15 sources
at each side, specifying thus an absolute a-priori known con-
dition which is similar to the previous example of equaliza-
tion in the two-dimensional non-rectangular room. This tech-
nique has given excellent results in the case of sound
equalization in a three-dimensional room with sources opti-
mally placed on each wall.13

The values of the regularization parameters for effort
regularization and for effort variation regularization were set
equal to �=1010 and h=0.5�1012, respectively. These val-
ues were chosen as the ones that ensure the minimum pos-
sible global reproduction error for each technique throughout
the entire frequency range from 0 to 500 Hz. The variation in
ELS as a function of the frequency for effort regularization,
effort variation regularization, coupled source arrays, and
ideal system can be seen in Fig. 10.

FIG. 9. Top view of the rectangular room.

J. Acoust. Soc. Am., Vol. 126, No. 2, August 2009 Stefanakis et al.: Effort variation regularization 673



A reduction in the equalization performance with fre-
quency is apparent with all control techniques. The perfor-
mance of the ideal system indicates that good equalization is
possible up to about 500 Hz, where the deviations of the
reproduced sound pressure inside the listening area remain
below the �6 dB criterion. Source coupling seems to offer
an advantage compared to classical effort regularization, but
the global reproduction error of the proposed technique is
always smaller than that of effort regularization and also that
with the coupled sources. Again, this improvement is trans-
lated into reduction in equalization errors at listening posi-
tions away from the control sensors. A representative ex-
ample can be seen in Fig. 11 for the monitor sensor at �1.45,
2.358, 0.45� m, illustrating the impulse and the frequency
response before and after equalization for classical effort
regularization �a� and �b�, coupled source array �c� and �d�,
and effort variation regularization �e� and �f�. The results

before equalization, shown with gray lines, are obtained by
exciting the room with piston source number “1” in �a�, �b�,
�e�, and �f� and by exciting the room with all left sources at
y=0.1 m in �c� and �d�. The impulse and frequency re-
sponses before equalization include the effect of the anti-
aliasing filter. The impulse responses before equalization are
shown with an offset of +3 linear units for the sake of clarity.

Some understanding of the effect of each control tech-
nique in the estimation of the solution ao is gained by ob-
serving in Fig. 12 the variation in the amplitude �as derived
from the FFT of the equalization filters impulse responses�
for effort regularization in �a� and �b�, coupled source array
in �c� and �d�, and effort variation regularization in �e� and
�f�. The upper row of graphs refers to the left 15 sources, and
the lower one to the right sources. Although the proposed
technique has reduced the amplitude variation compared to
that of the classical approach in �a� and �b�, a certain varia-
tion can be seen at both sides in �e� and �f� below 250 Hz,
which possibly explains the avoidance of the steep error
peaks observed for the coupled source case between 100 and
200 Hz in Fig. 10.

V. CONCLUSIONS

A control approach termed effort variation regularization
has been proposed and examined. In the frequency domain
this technique involves modifying the original cost function
based on minimization of the least-squares reproduction er-
ror by adding a term that is proportional to the squared de-
viations between complex source strengths, calculated inde-
pendently for the sources at the two walls perpendicular to
the direction of propagation. Simulation results in a two-
dimensional non-rectangular room have shown that effort
variation regularization results in equalization of the phase of
the complex strengths on each side of the room, without
preventing the amplitude deviations that are necessary for
room compensation. Applied to the time domain equalization
of broadband signals, effort variation regularization has been
successfully realized by independently penalizing the
squared deviations of the source equalization filter coeffi-

FIG. 10. Global reproduction error as a function of the frequency for effort
regularization, effort variation regularization, coupled source arrays, and
ideal system calculated in the time domain.

FIG. 11. Impulse and frequency responses at the monitor sensor at �1.45,
2.358, 0.45� m for effort regularization ��a� and �b��, coupled source array
��c� and �d��, and effort variation regularization ��e� and �f��. The results
before equalization in �a�, �b�, �e�, and �f�, shown with gray lines, are ob-
tained by exciting the room with only source number 1. The results before
equalization in �c� and �d� are obtained after exciting the room with all 15
left sources. The impulse responses before equalization are shown with an
offset of +3 linear units for clarity.

FIG. 12. Source amplitudes as functions of the frequency for effort regular-
ization ��a� and �b��, coupled source array ��c� and �d��, and effort variation
regularization ��e� and �f��. The left sources are shown in �a�, �c�, and �e�,
and the right sources are shown in �b�, �d�, and �f�.
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cients at each side of the room. The proposed technique has
been demonstrated to lead to smaller global reproduction er-
ror and thus better equalization performance at listening po-
sitions away from the control region than effort regulariza-
tion and a simple coupling source array method.
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Energy considerations are of enormous practical importance in acoustics. In “energy acoustics,”
sources of noise are described in terms of the sound power they emit, the underlying assumption
being that this property is independent of the particular environment where the sources are placed.
However, it is well known that the sound power output of a source emitting a pure tone or a narrow
band of noise actually varies significantly with its position in a reverberation room at low
frequencies, and even larger variations occur between different rooms. The resulting substantial
uncertainty in measurements of sound power as well as in predictions based on knowledge of sound
power is one of the fundamental limitations of energy acoustics. The existing theory for this
phenomenon is fairly complicated and has only been validated rather indirectly. This paper describes
a far simpler theory and demonstrates that it gives predictions in excellent agreement with the
established theory. The results are confirmed by experimental results as well as finite element
calculations. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3158918�

PACS number�s�: 43.55.Cs, 43.58.Bh �AJZ� Pages: 676–684

I. INTRODUCTION

It has been known for many years that sound power
emitted by a stationary sound source in a reverberant room
depends on the particulars of the room �shape, size, and
damping� and the position of the source. The variations are
relatively small for sources of broad band noise but fairly
substantial for sources that emit pure tones, in particular be-
low the Schroeder frequency. This implies a fundamental
contribution to the measurement uncertainty in any sound
power measurement that takes place in a non-anechoic room
irrespective of whether the diffuse-field method or the sound
intensity method is used and, of course, to a similar uncer-
tainty in any prediction of the sound pressure level generated
by the source in another room calculated on the basis of the
sound power of the source �even if this quantity has been
measured under free-field conditions and is very close to the
“true” free-field sound power�. For pure-tone sources, this
fundamental component of the uncertainty is much larger
than all other contributions. The only way of reducing it is to
determine the sound power at different positions in different
rooms or in a room that can be changed, e.g., with a large
rotating vane.

II. A BRIEF DESCRIPTION OF THE ESTABLISHED
THEORY

The existing theory is essentially due to Lyon1 and
Davy2 but is later modified in accordance with more recent
findings by Weaver.3 Lyon’s approach was based on the ana-
lytical Green’s function in a rectangular room �and in a
point-driven plate�, which is a modal sum. Replacing modal
sums by integrals and assuming that the modal frequencies
have a Poisson distribution �i.e., are distributed indepen-
dently�, he derived the following expression for the normal-
ized standard deviation of the sound power output of a
monopole emitting a pure tone in a room,

��Pa� =
1

�Ms

�3

2
	3/2

, �1�

where Ms is the statistical modal overlap,

Ms = n�f�Bs =
4�Vf2

c3

1

2�
=

12� ln�10�Vf2

T60c
3 =

S Re���k2

�

=
Ak2

8�
, �2�

in which n�f� is the modal density �in modes per hertz�, Bs is
the statistical modal bandwidth �in hertz�, V is the volume of
the room, f is the frequency, c is the speed of sound, � is the
modal time constant, T60 is the corresponding reverberation
time, � is the wall admittance normalized by the character-
istic impedance of air, S is the surface area of the room, k is
the wave number, and A is the total absorption area of the
room. �In this expression, one-dimensional �1D� and two-
dimensional �2D� modes have been ignored.� Lyon used the
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equivalent noise modal bandwidth, which is half the statisti-
cal bandwidth. Although Lyon’s expression at that time was
largely interpreted as the source position variance, it is clear
that since his statistical method involved different distribu-
tions of the modal frequencies the expression is in effect a
theoretical estimate of the normalized ensemble standard de-
viation, with variation over rooms—a quantity that is evi-
dently of fundamental importance for the uncertainty but dif-
ficult to measure.

Twelve years later, Davy2 extended Lyon’s theory by
deriving a more general expression of the power transmis-
sion function averaged over multiple source and receiver po-
sitions. Assuming a “nearest neighbor” distribution of the
modal frequencies, he found a normalized ensemble standard
deviation of the output power �or the real part of the radia-
tion impedance� of

��Pa� =
1

�Ms

��3

2
	3

−
1

2
	1/2

�3�

for high modal overlap, ignoring 1D and 2D modes in a
rectangular room. �No simple expression in closed form was
derived for the case of low modal overlap.� Some experi-
mental results from measurements of power transmission
functions in a very large �600 m3� room were presented.
However, Davy’s main issue in this paper was to demon-
strate that a very different theory derived by Waterhouse4

was incorrect, and this he certainly did. The assumption of
the modal frequencies having a nearest neighbor distribution
rather than being distributed independently came from evi-
dence of a “repulsion” effect between modal frequencies al-
ready anticipated by Lyon.1 The modal frequencies seem to
repel each other, and thus their distribution is not completely
random but closer to the average density than one might
have expected.

Some years later, Davy5 discussed possible improve-
ments of his theory, but in this paper he was essentially con-
cerned with the variance of random noise passed through a
reverberation room and measured using a finite averaging
time.

In the late 1980s, Weaver3 discussed Davy’s theory and
suggested replacing his K �the term �3/2�3 in Eq. �3�� with 3,
“which is appropriate for a Gaussian distribution of ampli-
tudes and based on vague arguments invoking the central
limit theorem.” At that time, it had been established that
modal frequencies tend to exhibit “spectral rigidity” or “long
range repulsions” in accordance with the random matrix
theory of Gaussian orthogonal ensembles.6 This seems to be
generally accepted now.7 A value of K=3 has also been fa-
vored by Lobkis et al.8

In 1990, Davy9 modified his theory so as to take account
of the Gaussian orthogonal ensemble modal frequency spac-
ing. Equation �3� now became

��Pa� =
1

�Ms

��3

2
	3

− 1	1/2
. �4�

This expression was further discussed in yet another con-
gress paper by Davy10 from the late 1990s. It can easily be
modified so as to take account of 1D and 2D modes. How-

ever, it is not completely clear from these papers whether its
validity is restricted to high modal overlap, as Eq. �3�.

Various consequences of Davy’s2,5,9,10 original and
modified theory have been examined experimentally, but
there is very little experimental evidence in direct support of
Eq. �4�.

III. AN ALTERNATIVE THEORY

The alternative theory presented in what follows is far
simpler than the theory briefly described in the foregoing and
does not even take account of the phenomenon of modes. It
was derived independently by Jacobsen11 and Pierce12 about
30 years ago.

The sound field in a reverberant room is modeled as an
infinite sum of plane waves,

prev�r� = lim
N→�

1
�N



n=1

N

Anej��t+kn·r�

= lim
N→�

1
�N



n=1

N

�An�ej��t+�n+kn·r�, �5�

where the phase angles �n are uniformly distributed between
0 and 2�, the amplitudes �An� have an arbitrary distribution,
the wave number vectors kn are uniformly distributed over
all angles of incidence �corresponding to a sinusoidal distri-
bution of the polar angles and a uniform distribution of the
azimuth angles�, and r is the observation point. This stochas-
tic pure-tone diffuse-field interference model was originally
developed by Waterhouse.13

The sound field at the source position �r0� may be re-
garded as the sum of the direct field and the reverberant field,
and therefore the radiation impedance is the sum of the free-
field radiation impedance and the complex ratio of the sound
pressure associated with the reverberant field at the source
position and the volume velocity of the source,

Zr =
�ck2

4�
+

jk�c

4�a
+

prev�r0�
Qej�t , �6�

where � is the density of air, a is the radius of the monopole
that generates the sound field �modeled as a small pulsating
sphere�, and Q is its volume velocity. �As pointed out by
Lyon,1 the imaginary part of the free-field radiation imped-
ance diverges as the radius of the sphere goes toes to zero.�
All phases are equally probable in the reverberant part of the
sound field, which leads to the conclusion that on the average
the monopole emits its free-field sound power output,

E�Pa� =
�Q�2

2
E�Re�Zr�� = Pa,free field =

�ck2�Q�2

8�
. �7�

However, because of the third term in Eq. �6� the actual
sound power output of the source varies between different
outcomes of the stochastic process; i.e., it varies with the
source position and it varies from room to room. The corre-
sponding variance can be calculated as follows:
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	2�Pa� =
�Q�4

4
	2�Re�Zr�� =

�Q�4

4
	2�Re� prev�r0�

Qej�t 
=

�Q�2

4
E��prev�r0��2 cos2�
�r0���

=
�Q�2

8
E��prev�r0��2� , �8�

where 
 is the phase angle of prev�r0�, which is a random
variable uniformly distributed between 0 and 2�. The expec-
tation of the mean square reverberant pressure can be ap-
proximated by its spatial average, which is related to the
actual sound power emitted by the monopole and the total
absorption area of the room by the energy balance
equation,12

E��prev�2� � ��prev�2� =
8�c

A
Pa, �9�

where � � indicates a spatial average. Equation �8� now be-
comes

	2�Pa� �
�Q�2

8

8�c

A
Pa � E2�Pa�

8�

Ak2 =
E2�Pa�

Ms
, �10�

where use has been made of Eq. �7� and Pa has been approxi-
mated by its expectation. Normalizing with the free-field
sound power finally gives

��Pa� �
1

k
�8�

A
=

1
�Ms

. �11�

It is interesting to note that this expression is identical to
Davy’s �Eq. �4�� except for a constant factor, and it is quite
surprising that the modal overlap enters into a theory that
does not even operate with the concept of a mode. The ex-
pression can, of course, easily be extended so as to include
the effect of 1D and 2D modes in a rectangular room. Note,
however, that no assumptions about the shape �or size� of the
room have been made.

Expression �11� does not take account of the phenom-
enon of “weak Anderson localization,” also known as coher-
ent backscattering,7,14,15 according to which there is a con-
centration of the reverberant sound field at the source
position. Such a phenomenon was already predicted on the
basis of Poisson statistics in Lyon’s paper.1 According to
Langley and Cotoni,7 the now generally accepted assumption
of Gaussian orthogonal ensemble statistics leads to a “con-
centration factor” for the mean square reverberant field that
approaches 3 for Ms→0 and 2 for Ms→�. This can be ex-
pected to modify Eq. �11� to

��Pa� =�F�Ms�
Ms

, �12�

where the concentration factor F is a function that goes
smoothly from 3 to 2 as the modal overlap increases. It is
worth noting that Eqs. �4� and �12� are identical if K=3 �as
suggested in Refs. 3 and 8� and F=2.

IV. EXPERIMENTAL AND NUMERICAL RESULTS

To examine the validity of the established theory and the
alternative simpler one, some experiments have been carried
out in different reverberation rooms, but since it is impos-
sible in practice to determine statistical properties associated
with an ensemble of rooms the experiments are supple-
mented by finite element calculations.

A. Experimental results

A “volume velocity source,” Brüel & Kjær �B&K� 4295
�a tube with two matched quarter-inch microphones driven
by a loudspeaker�, can also be used for measuring the radia-
tion impedance of the small opening of the tube, which is
related to the frequency response between the two micro-
phone signals �see Appendix A�. This method has been used
for measuring the radiation impedance at 24 positions in four
different rooms, one of which in two different conditions
�see Table I�. Figure 1 shows the reverberation time of the
rooms measured in one-third octave bands with a B&K
“PULSE” analyzer using interrupted noise.

The frequency response between the microphone signals
from the volume velocity source was measured with the
same analyzer in fast Fourier transform mode with 6400

TABLE I. Reverberation rooms used in the experiments.

Description of room
Volume

�m3�

Reverberation
time at
500 Hz

�s�

Schroeder
frequency

�Hz�

Small lightly damped room 40 2.3 460
Small heavily damped room 40 0.8 290
Large reverberation room 245 5.7 300
Very large reverberation room 500 5.8 220
Large strongly damped hall 650 1.1 90
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FIG. 1. �Color online� Reverberation time of the test rooms. Solid line: large
reverberation room; solid line with circles: very large reverberation room;
dashed line: small lightly damped room; solid line with squares: large
heavily damped hall; dash-dotted line: small heavily damped room.
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spectral lines and a resolution of 0.5 Hz. The source was
driven with synchronized pseudorandom noise generated by
the PULSE analyzer, and a uniform time window was used.
This corresponds to measuring at 6400 independent discrete
frequencies. A similar technique has been used by Baade and
Maling16 in “qualification” of reverberation rooms. Measur-
ing the radiation impedance of the volume velocity source
directly is extremely efficient compared with measuring the
sound power output with a conventional method using many
source and receiver positions, but it should be mentioned that
this technique makes heavy demands on the equipment as
reflected in many �meaningless� negative estimates at low
frequencies �see Appendix A�.

Figure 2 compares the normalized spatial standard de-
viation of the real part of the radiation impedance observed
in the five rooms with predictions based on Davy’s Eq. �4�
and the new expression, Eq. �12�, with F=2 because the
modal overlap is large except at very low frequencies. Since
all the rooms are essentially rectangular, Eqs. �4� and �12�
have been modified to take account also of 2D and 1D
modes, although the effect of this modification is almost neg-
ligible. It is interesting that the two fundamentally different
theories give practically identical predictions. At low fre-
quencies, the measured spatial standard deviations fluctuate
enormously with the frequency. This is not unexpected since
the spatial standard deviation at low modal overlap depends
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FIG. 2. �Color online� Normalized spatial standard deviation of sound power output in �a� small lightly damped small room, �b� small heavily damped room,
�c� large reverberation room, �d� very large reverberation room, and �e� large heavily damped hall. Solid line: measured standard deviation; dash-dotted line:
prediction based on Eq. �4�; dashed line: prediction based on Eq. �12� with F=2.
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strongly on whether one single mode dominates or whether
several modes contribute to the sound field. The spatial stan-
dard deviation tends to be slightly lower than the predicted
ensemble standard deviation except in the large hall, but it
certainly has the same tendency as the predictions in all
cases.

Figure 3 shows the corresponding space-frequency stan-
dard deviation in two of the five rooms, calculated from
variations in the same data with respect not only to source
positions but also to 16 neighboring frequencies �correspond-
ing to a band of 8 Hz�. The latter is an attempt to estimate the
ensemble standard deviation. There is fair, if not perfect,
agreement between predictions and experimental results.

B. Finite element calculations

An alternative approach involves calculating the en-
semble and spatial sound power variance numerically using
the finite element method �FEM�. With a FEM model of a
room enclosing a point source, the sound power can be cal-
culated simply by performing the integration of the normal
component of the sound intensity along the boundaries. This
integration can readily be performed by means of functions
available in most FEM packages. If the position of the point

source is varied, the spatial variance in the room can be
obtained. If, in addition, the calculation is carried out in a set
of rooms with different shapes, and thus with different modal
overlaps, the ensemble variance of sound power can be
achieved by computing the variance of sound power ob-
tained for all source positions in all tested rooms. However,
the calculation of the ensemble variance must be performed
directly in terms of the modal overlap. Since this quantity
depends on the total absorption area of the room, or its sur-
face area and wall impedance �see Eq. �2��, the modal over-
laps of the various rooms may differ. If one would try to
compute the variance of all points for a certain value of the
modal overlap, only values of a single room would be avail-
able. The solution chosen here is to divide the modal overlap
axis into bands. Performing the calculation in such modal
overlap intervals makes it possible to estimate the ensemble
variance, provided that there are enough results from differ-
ent rooms in the intervals.

Two sets of calculations were carried out: three-
dimensional �3D� calculations that can be compared directly
with the experimental data and 2D calculations that make it
possible to increase the frequency range. The equations for
2D are given in Appendix B. For simplicity, the rooms were
rectangular. All calculations were made using the FEM soft-
ware package COMSOL 3.4, with which one can specify exci-
tation by a monopole at a given position. To guarantee a low
numerical pollution, the quantity kh /2p �in which h is the
maximum size of the elements and p is their order� was kept
less than 0.5.17 In both cases, the sound source was placed
randomly in the room, provided that it was at least 0.4 m
away from the walls. For the 3D calculations the room di-
mensions were changed from 2�5�4.27 to 4�3
�3.56 m3, and for the 2D calculations the dimensions of the
“room” were changed from 2�7.2 to 4�3.6 m2. In all
cases, the walls were locally reacting with an impedance of
87 000 Pa s /m. The 3D calculations were carried out from
50 to 300 Hz with a frequency step of 1 Hz, and the en-
semble variance was calculated in modal overlap bands with
a width of 0.09. The 2D calculations were carried out in the
same frequency range with a frequency step of 12.5 Hz and
modal overlap intervals of 0.02.

Figure 4�a� compares the calculated ensemble standard
deviation of the sound power with respect to 50 different 3D
rooms and 50 source positions with predictions calculated
using Eqs. �4� and �12�, and Fig. 4�b� does the same for the
2D case, in both cases with F=2 as well as with F=3 in Eq.
�12�. In the 3D case, the two theories lead to practically
identical predictions with F=2, but the agreement with the
FEM results is better, in fact almost perfect, with F=3. This
agrees with Langley and Cotoni’s7 prediction of a concentra-
tion factor of 3 at low modal overlap. In the 2D case, Eq. �4�
underestimates and Eq. �12� overestimates the observed stan-
dard deviations with F=3, whereas Eq. �12� agrees ex-
tremely well with the FEM results with F=2.

V. DISCUSSION

It should be emphasized that the underlying theories of
Eqs. �4� and �12� are quite different. Davy’s model is based
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FIG. 3. �Color online� Normalized space-frequency standard deviation of
sound power output in �a� small lightly damped room and �b� large rever-
beration room. Solid line: measured standard deviation; dash-dotted line:
prediction based on Eq. �4�; dashed line: prediction based on Eq. �12� with
F=2.
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on the analytical Green’s function in a rectangular room,
makes use of the concept of impedance, and requires knowl-
edge of mode shapes and the modal density and distribution.
The alternative theory does not even recognize the concept
of modes, and the losses of the rooms are described in terms
of the absorption area. Thus the almost perfect agreement
between the predictions �in the 3D case� is surprising. Note,
however, that the factor of F has been derived in the litera-
ture using a modal approach.7,14 The free wave model cannot
possibly take account of the coherent backscattering effect
since the waves might be generated by independent sources.

Both the established theory and the alternative one
should be taken with a grain of salt at very low frequencies.
For example, it is obvious that at extremely low frequencies,
well below the lowest modal frequency, both theories predict
a huge variance, whereas in reality the spatial source position
variance is zero and the variation between rooms is only
related to their different volumes. The spatial source position
variance is also limited in the single mode case �19/8, 5/4,
and 1/2 for 3D, 2D, and 1D modes in a rectangular room,
respectively18�.

At somewhat higher frequencies but below the
Schroeder frequency, the spatial variance is strongly affected

by whether the frequency coincides with a modal frequency.
However, above the Schroeder frequency where the modal
overlap is high, one would expect the same statistics with
respect to room, position, and frequency. In other words,
merely varying the source position can be expected to lead to
the full ensemble variance in this frequency range because
many modes are excited at all frequencies, and this ergodic-
ity seems to be confirmed by the experimental results, al-
though Schroeder’s original “large room frequency,” which
corresponds to twice the established Schroeder frequency,19

is perhaps more adequate.

VI. CONCLUSION

Experimental and numerical results confirm the well-
known observation that there is a substantial uncertainty in
sound power measurements of pure-tone sources in non-
anechoic rooms at low frequencies. The associated standard
deviation is inversely proportional to the square root of the
modal overlap, that is, essentially proportional to the square
root of the ratio of the reverberation time to the volume of
the room and inversely proportional to the frequency.

Experimental results obtained in four very different
rooms, one of which in two different damping conditions,
confirm that the sound power output of the monopole exhib-
its the same statistical fluctuations with respect to changes in
the source position and changes in the frequency somewhat
above the Schroeder frequency.

An extremely simple, very general model based on
sound waves arriving with random phases from random di-
rections has, surprisingly, been found to give predictions of
the ensemble standard deviation of the sound power of a
monopole in almost perfect agreement with the predictions
of the established, far more complicated theory. These pre-
dictions are in fairly good agreement with experimental ob-
servations and in excellent agreement with the results of fi-
nite element calculations in three dimensions. The alternative
model indirectly confirms the phenomenon known as weak
Anderson localization in reverberation rooms and seems also
to confirm that the concentration factor, which describes the
local increase in the reverberant sound energy at the source
position, is 3 at low modal overlap and 2 at higher modal
overlap.

In 2D rooms, the results are slightly different. The gen-
eral tendencies are the same, but in this case there is a sys-
tematic difference between the two theories, and the alterna-
tive one is in best agreement with the finite element
calculations if the assumed concentration factor is 2.
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APPENDIX A: EXPERIMENTAL TECHNIQUE

A method of measuring the volume velocity of an “ex-
perimental monopole” has been described in Refs. 20 and 21.
The method is based on a tube with two matched quarter-
inch microphones driven by a loudspeaker at the other end,
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FIG. 4. �Color online� Normalized ensemble standard deviation of sound
power output in �a� 3D rooms and �b� 2D rooms. Solid line: FEM results;
dash-dotted line: prediction based on Eq. �4�; solid line with circles: predic-
tion based on Eq. �12� with F=2; dashed line: prediction based on Eq. �12�
with F=3.
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and this device, B&K 4295, can also be used for measuring
the radiation impedance of the small opening of the tube. In
the frequency range where it can be assumed that only plane
waves propagate in the tube, the volume velocity at the open-
ing of the tube can readily be shown to be

Q =
St

�c
·

pA cos kl − pB cos�k�l + �l��
j sin k�l

, �A1�

where St is the cross-sectional area of the tube, pA and pB are
the two pressure signals, �l is the distance between the mi-

crophones, and l is the distance between the opening and the
microphone nearest the opening. The sound pressure at the
opening is

p =
− pA sin kl + pB sin�k�l + �l��

sin k�l
. �A2�

It now follows that the real part of the radiation impedance is

Re�Zr� = Re� p

Q
 = −

�c

St

Im�pA
� pB�sin�k�l�

�pA�2 cos2�kl� + �pB�2 cos2�k�l + �l�� − 2 Re�pA
� pB�cos�kl�cos�k�l + �l��

. �A3�

Expressed in terms of the frequency response between the two pressure signals, this becomes

Re�Zr� = −
�c

St

Im�HAB�sin�k�l�
cos2�kl� + �HAB�2 cos2�k�l + �l�� − 2 Re�HAB�cos�kl�cos�k�l + �l��

. �A4�

The measurement is not without problems, and at low
frequencies some estimates of the real part of the radiation
impedance are negative, which is why it was chosen to
present the results only from 200 Hz and upward. The
pressure-intensity index, a quantity well known from the lit-
erature on sound intensity measurements with conventional
sound intensity probes based on two matched pressure
microphones,22 can easily be calculated from the frequency
response between the microphone signals,23

10 log� pmean
2 /��c�

I
	 = 10 log� �1 + �HAB�2 + 2 Re�HAB��/4

− Im�HAB�/�k�l�
	 ,

�A5�

and is about 13 dB below 1 kHz, indicating rather harsh
sound field conditions. However, the microphones of B&K

4295 are matched so well that this is not a very serious
problem, and an attempt to compensate for possible phase
and amplitude mismatch �using the “sensor-switching tech-
nique” suggested by Chung and Blaser24� did not improve
conditions.

Figure 5 shows an example of a frequency response
�HAB� measured in the large hall. Note that the phase angle of
this function varies between about 0.2° at 200 Hz and
about 1° at 1 kHz. Inspection of Eq. �A4� shows that the
information about the real part of the radiation impedance �or
the emitted sound power� is associated with the imaginary
part of the frequency response, which is obviously very
small below 1 kHz, and the information about how the emit-
ted sound power varies from position to position is hidden in
minute fluctuations in this very small imaginary part of the
frequency response. There are strong resonances in the loud-
speaker cavity and tube, as can be seen in Fig. 6, which
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FIG. 5. Magnitude and phase of a frequency response in the tube, HAB.
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FIG. 6. Power spectrum of the sound pressure measured near the opening of
the tube.
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shows the spectrum of the microphone signal nearest the
opening of the tube. These resonances should obviously not
affect the radiation impedance at the outlet of the tube. How-
ever, it is believed that the most serious source of error in the
experimental results presented in Sec. IV is due to numerical
problems in the signal processing caused by the imaginary
part of the frequency response being several hundred times
smaller than the real part. Thus the resonances may never-
theless have had some effects on the estimated radiation im-
pedance.

APPENDIX B: SOUND POWER IN 2D ROOMS

By analogy with Eq. �5�, a 2D diffuse sound field can be
modeled as an infinite sum of plane waves coming from all
angles of incidence �from 0 to 2�� and having random
phases. Such a sound field might conceivably be generated
by an infinite pulsating line source in an infinitely long room.
The sound intensity that is incident on the walls of such a
room is

Iinc� =
1

2�
�

−�/2

�/2 E��prev�2�
2�c

cos �d� =
E��prev�2�

2��c
, �B1�

and thus the sound power per unit length emitted by the
source and absorbed by the walls is

Pa� �
E��prev�2�

2��c
A�, �B2�

where A� is the absorption area of the walls of the room per
unit length. On average, the sound power emitted by the line
source equals its free-field sound power,25

Pa� =
�Q��2

2
Re�Zr�� =

�ck�Q��2

8
, �B3�

where Q� is the volume velocity per unit length and Zr� is the
radiation impedance. However, because of the reverberant,
diffuse sound field, the sound power output varies from po-
sition to position and from room to room. The corresponding
variance is

	2�Pa�� =
�Q��4

4
	2�Re�Zr��� =

�Q��4

4
	2�Re� prev

Q�ej�t
=

�Q��2

4
E��prev�2cos2 �� =

�Q��2

8
E��prev�2�

�
�Q��2

8

2��c

A�
E�Pa�� = E2�Pa��

2�

A�k
. �B4�

If the source is suddenly turned off, the sound energy in the
room decays with a time constant that follows from simple
energy balance considerations,

�� =
Ea�

Pa�
=

S�

2L�c Re����
=

�S�

cA�
, �B5�

where S�= lx · ly is the cross-sectional area of the infinitely
long room, L�=2�lx+ ly�, and �� is the normalized wall ad-
mittance. The modal density in modes per hertz is

n��f� =
2�S�f

c2 , �B6�

and the statistical modal overlap is

Ms� =
n��f�
2��

=
A�k

2�
. �B7�

Combining Eqs. �B4� and �B7� finally shows that the normal-
ized standard deviation of the emitted sound power has ex-
actly the same form in 2D as in 3D,

��Pa�� =
1

�Ms�
. �B8�

This expression should be modified in the same way as Eq.
�11� because of the effect of weak Anderson localization.

In 2D, Davy’s Eq. �4� becomes

��Pa�� =
1

�Ms

��3

2
	2

− 1	1/2
. �B9�

One can easily extend Eqs. �B8� and �B9� so as to take ac-
count of 1D modes.
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The acoustic response of a rigid-frame porous plate with a periodic set of inclusions is investigated
by a multipole method. The acoustic properties, in particular, the absorption, of such a structure are
then derived and studied. Numerical results together with a modal analysis show that the addition
of a periodic set of high-contrast inclusions leads to the excitation of the modes of the plate and to
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I. INTRODUCTION

This work was initially motivated by the design problem
connected with the determination of the optimal profile of a
continuous and/or discontinuous spatial distribution of the
material/geometric properties of porous materials for the ab-
sorption of sound. Porous materials �foam� suffer from a lack
of absorption particularly at low frequency, when compared
to its value at higher frequency, and for normal incidence.
The usual way to solve this problem is by multi-layering.1–3

The purpose of the present article is to investigate an alter-
native to multi-layering by embedding a periodic set of in-
clusions, whose size is not small compared with the wave-
length, in an otherwise macroscopically-homogeneous
porous plate whose thickness and weight are relatively small
�i.e., the principal constraints in the design of acoustic ab-
sorbing materials�.

Acoustic wave propagation in porous materials was
mainly studied in order to deal with sound absorption, mate-
rial property characterization, etc. Homogeneous porous ma-
terials are well described by the first work of Biot4,5 and later
contributions.6–8 On the other hand, the equation that de-
scribes acoustic wave propagation in a macroscopically-
inhomogeneous rigid-frame porous medium was only re-
cently derived in Ref. 9 from the alternative formulation of
Biot’s theory.5 The latter equation could eventually offer an

alternative to multi-layering in the sense that it can be ap-
plied to the design of �e.g., functionally gradient� rigid-frame
media with continuously-varying properties.

The influence of the addition of a volumic heterogeneity
on absorption and transmission of porous plates was previ-
ously studied by means of the homogenization procedure. In
Ref. 10, the authors considered the reflection of a plane
acoustic wave by a porous plate that presents a periodic set
of pits oriented along the direction of propagation. The me-
dium is homogenized, generalized expressions for the com-
plex bulk modulus and dynamic permeability of double-
porosity media are presented, and its behavior is described in
Ref. 11. This leads to a drastic increase in the absorption
coefficient at low frequency. In Ref. 12, the authors consid-
ered the transmission of an acoustic wave through a porous
medium in which a set of randomly-arranged metallic rods is
embedded. This medium is converted, by a procedure called
ISA�, into an equivalent homogeneous medium, which ex-
hibits decreased transmission and increased absorption.
Herein, the diffraction of a plane wave by a porous plate in
which is embedded a periodic set of porous or high-contrast
�Neumann type condition� inclusions is studied with the help
of the so-called multipole-method.13–15 The field scattered by
the inclusions is fully accounted-for so that a complete de-
scription of the effects, in terms of increase in the absorption,
is made possible.

Periodic arrangements of either surface irregularities or
volume heterogeneities usually lead to energy entrapment ei-
ther at the surface or inside the structure, this being strongly
linked to mode excitation and to an increase in the absorp-
tion coefficient �first noticed by Wood16 and partially ex-
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plained by Cutler17�. The particular properties of such struc-
tures have been studied in mechanics, with application to
composite materials,18–20 in optics initially motivated by the
collection of solar energy21,22 with applications to photonic
crystals,23,24 in electromagnetics with application to so-called
left-handed materials,25 and in geophysics for the study of
the “city-site” effect.26,27 The properties of such structures
are now studied to create band-gaps for elastic or acoustic
waves �phononic/sonic crystals28–30�, and have been used for
the design of sound absorbing or porous materials.31–34

II. FORMULATION OF THE PROBLEM

A. Description of the configuration

Both the incident plane acoustic wave and the plate are
assumed to be invariant with respect to the Cartesian coordi-
nate x3. A sagittal x1−x2 plane view of the two-dimensional
scattering problem is given in Fig. 1.

Before the introduction of the cylindrical inclusions, the
plate is made of a porous material �e.g., a foam� which is
modeled �by homogenization� as a �macroscopically-
homogeneous� equivalent fluid M�1�. Another equivalent
fluid medium M�2� occupies each cylindrical inclusion. In the
sagittal plane, the jth cylinder is the circular disk ��2�j��. Two
subspaces ��1�� are also created, respectively, corresponding
to the upper and lower parts of the plate containing the in-
clusions. The host medium M�0� occupying the two half
spaces ��0�� is air. Thus, the plate is macroscopically-
inhomogeneous, the heterogeneity being periodic in the x1

direction with period d.
The upper and lower flat, mutually-parallel boundaries

of the plate are �a and �b in the sagittal plane. The x2 coor-
dinates of these lines are a and b, the thickness L of the plate
being L=a−b. The circular boundary of ��2�j�� is ��j�. The
center of the j=0 disk is at the origin O of the laboratory
system Ox1x2x3. The union of ��0+� and ��0−� is denoted by
��0�.

The wavevector ki of the incident plane wave lies in the
sagittal plane and the angle of incidence is �i measured coun-
terclockwise from the positive x1 axis.

B. Wave equations

Total pressure, wavenumber, and wave speed are desig-
nated by the generic symbols p, k, and c respectively, with
p= p�j� , k=k�j�=� /c�j� in ��j�, j=0� ,1 ,2�j�.

Rather than solve directly for the pressure p�x , t� �with
x= �x1 ,x2��, p̃�x ,�� is preferred, related to p�x , t� by the Fou-
rier transform p�x , t�=�−�

� p̃�x ,��e−i�td�. Henceforth, the �
is dropped in p̃�x ,�� so as to designate the latter by p̃�x�.

The effective compressibility and density of medium
M�1�, linked to the sound speed through c�1�=�1 / �K�1���1��,
are8,9

1

K�1� =
	P0


�	 − �	 − 1��1 + i
�c

Pr�
G�Pr���−1� ,

��1� =
� f��



�1 + i

�c

�
F���� , �1�

wherein �c=�
 /� f�� is the Biot characteristic frequency, 	
is the specific heat ratio, P0 is the atmospheric pressure, Pr is
the Prandtl number, � f is the density of the fluid in the �in-
terconnected� pores, 
 is the porosity, �� is the tortuosity,
and � is the flow resistivity. The correction functions G�Pr��
�Ref. 35� and F��� �Ref. 6� are given by

G�Pr�� =�1 − 4i
� f��

2

�2
2��2Pr� ,

F��� =�1 − 4i
� f��

2

�2
2�2� , �2�

wherein  is the viscosity of the fluid, �� is the thermal
characteristic length, and � is the viscous characteristic
length.

The incident wave propagates in ��0+� and is expressed

by p̃i�x�=Aiei�k1
i x1−k2

i �x2−a��, wherein k1
i =−k�0� cos �i, k2

i

=k�0� sin �i, and Ai=Ai��� is the signal spectrum.
The particular feature of the problem is the transverse

periodicity of � j�Z��2�j��. The plane wave nature of the in-
cident wave and the periodic nature of � j�Z��2�j�� imply the
Floquet relation

p̃�x1 + nd,x2� = p̃�x1,x2�eik1
i nd, ∀ n � Z . �3�

Consequently, it suffices to determine the field in the central
cell of the plate which includes the disk ��2�0�� in order to
obtain the fields, via the Floquet relation, in the other cells.
Henceforth, the simplified notation is adopted: ��2�ª��2�0��,

�ª���0��, and p̃�2�= p̃�2�0��.

C. Boundary and radiation conditions

Since M�0� and M�1� are fluid-like, the pressure and the
normal velocity are continuous across the interfaces �a and
�b:

p̃�0+��x� − p̃�1��x� = 0, ∀ x � �a,

�np̃�0+��x�/��0� − �np̃�1��x�/��1� = 0, ∀ x � �a,

p̃�0−��x� − p̃�1��x� = 0, ∀ x � �b,

Γ

d

θ

b

i

x2

x1
R

Γ
Ω

(0)

[2 ]

[0 ]−

[1]
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Ω

Ω[0 ]+
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FIG. 1. Sagittal plane representation of the configuration of plane wave
solicitation of a d-periodic porous fluid-like plate with fluid-like inclusions
�of radius R�.
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�np̃�0−��x�/��0� − �np̃�1��x�/��0� = 0, ∀ x � �b, �4�

wherein n denotes the generic unit vector normal to a bound-
ary and �n designates the operator �n=n ·�.

Since M�1� and M�2� are fluid-like, the pressure and nor-
mal velocity are continuous across the interface �:

p̃�2��x� − p̃�1��x� = 0, ∀ x � � ,

�np̃�2��x�/��2� − �np̃�1��x�/��1� = 0, ∀ x � � . �5�

When the contrast between the media M�1� and M�2� is high,
i.e., high-contrast inclusions, the latter can be approximated
as infinitely rigid. In this case, the boundary conditions
across the interface � no longer depend on the fields inside
the inclusions, i.e., on the internal geometry of ��2� and on
the material characteristics of M�2� �except its rigid behav-
ior�, and reduce to Neumann type boundary conditions:

�np̃�1��x� = 0, ∀ x � � . �6�

The uniqueness of the solution to the forward-scattering
problem is assured by the radiation conditions:

p̃�0+��x� − p̃i�x� 	 outgoing waves, ∀ x → � ,

p̃�0−��x� 	 outgoing waves, ∀ x → � . �7�

III. FIELD REPRESENTATIONS IN Ω
†0±

‡

, Ω
†2‡, AND

Ω
†1±

‡

Separation of variables, the radiation conditions, and the
Floquet relation lead to the following representations:

p̃�0+��x� = 

p�Z

�Aie−ik2p
�0��x2−a��p0 + Rpeik2p

�0��x2−a��eik1px1, �8�

p̃�0−��x� = 

p�Z

Tpei�k1px1−k2p
�0��x2−b��, �9�

wherein Rp and Tp are, respectively, the reflection and trans-
mission coefficients of the plane wave indiced by p, �p0

the Kronecker symbol, k1p=k1
i +2p� /d, and k2p

�0�

=��k�0��2− �k1p�2, with Re�k2p
�0���0 and Im�k2p

�0���0 for �
�0.

The field in the central inclusion, with �r= �r ,���, takes
the form

p̃�2��r� = 

l�Z

ClJl�k�2�r�eil�, �10�

wherein Jl is the lth order Bessel function and Cl are the
coefficients of the field scattered inside the cylinder of the
unit cell.

It is convenient to use Cartesian coordinates �x1 ,x2� to
write the field representation in ��1��. The latter takes the
form of the sum �by use of the superposition principle� of the
field diffracted by the inclusions and the diffracted field in
the plate.34 Because of the periodic nature of the configura-
tion, the diffracted field in the plate can be written in Carte-
sian coordinates as

p̃�1���x� = 

p�Z

�fp
�1�−e−ik2p

�1�x2 + fp
�1�+eik2p

�1�x2�eik1px1

+ 

p�Z



l�Z

BlKpl
�ei�k1px1�k2p

�1�x2�, �11�

where fp
�1�� accounts for the diffracted field by the plate, Bl

are the coefficients of the field scattered by the cylinder of
the unit cell, the signs + and � correspond to x2�R and
x2� �−R�, respectively, and Kpm

� =2�−i�me�im�p /dk2p
1 , with �p

such that k�1�ei�p =k1p+ ik2p
�1�.13,15

IV. THE REFLECTED AND TRANSMITTED FIELDS

The method of resolution of the problem is described in
Appendix A. Once Eq. �A7� is solved for Bl, ∀l�Z, expres-
sions for Rp and Tp depending on Bl, ∀l�Z, are derived
from the linear system �A1�:

RP =
2Aii sin�k2

�1�iL�����0�i�2 − ���1�i�2�
D0

i + 

p�Z



l�Z

8�− il�Bl

dk2p
�1�

�
�p

�1��− i�p
�0� sin�l�p + k2p

�1�b� − �p
�1� cos�l�p + k2p

�1�b��
Dp

,

TP =
− Ai4��1�i��0�i

D0
i + 


p�Z


l�Z

8�− il�Bl

dk2p
�1�

�
�p

�1��i�p
�0� sin�l�p + k2p

�1�a� − �p
�1� cos�l�p + k2p

�1�a��
Dp

, �12�

with

Dp = 2i sin�k2p
�1�L����p

�0��2 + ��p
�1��2� − 4�p

�0��p
�1� cos�k2p

�1�L� ,

�13�

and D0
i =D0. Introducing the latter equation into Eqs. �8� and

�9� leads to the expression of the pressure field in ��0��. In
particular, the latter fields �and also in ��1��, are the sum of
�i� the field in absence of the inclusions �whose expressions
are the same as those in Ref. 36� and �ii� the field due to the
presence of the inclusions. The latter field, when compared
with the Green’s function as calculated in Ref. 36 in the case
of a line source located in the plate without inclusions, takes
the form of the field radiated by induced periodic sources
located on �. The latter do not add energy to the system, but
rather entail a redistribution of the energy in the frequency
range of the solicitation and allow the presence of evanescent
waves in the ambient media whereby it is possible to excite
modes.

Both the method of resolution �including the numerical
recipes, Appendix B� and field expression were validated
with the help of the authors’ finite-element code37 in the case
of a dissipative plate in which a number of dissipative inclu-
sions are embedded, large enough for the situation in the
central part of the configuration to be very close to that de-
scribed by the multipole method in the case of an infinite
number of inclusions.
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V. MODAL ANALYSIS

A. Modal analysis in the absence of inclusions

In the absence of inclusions, the coefficients of the field
scattered by the inclusions vanish �Bl=0, ∀ l�Z� and all
the unknowns that are indexed by p reduce to their value for
p=0. The problem reduces to the determination of R
=Rp�p0, T=Tp�p0, f �1�−= fp

�1�−�p0, and f �1�+= fp
�1�+�p0 from the

corresponding linear system �A1�.
The natural modes of the configuration are obtained by

turning off the excitation �i.e., Ai=0�. The resulting matrix
equation possesses a non-trivial solution only if the determi-
nant of the matrix vanishes, i.e.,

D0
i = 2i����0�i�2 + ���1�i�2�sin�k2

�1�iL�

− 4��1�i��0�i cos�k2
�1�iL� = 0, �14�

whose roots take the form of a couple �k1
� ,��, defining the

wavenumbers and natural frequencies of the modes of the
configuration. For a non-dissipative medium in the plate, k1

�

and � are both real. In the case of interest here, the medium
filling the plate is dissipative so that k1

� is complex. Each
mode of the configuration occurs at a wavenumber corre-
sponding to the real part of k1

�, to which an attenuation cor-
responding to the imaginary part of k1

� is associated.
Figure 2 depicts the real and the imaginary parts of the

solution c����=� / �k1
�� of Eq. �14� with the mechanical and

geometrical characteristics used in Sec. VII A. The solution
is normalized by c�0� defining c̄����=c���� /c�0�. The proce-
dure used to solve the dispersion relation latter is based on
the one already employed in Ref. 38. For a fixed frequency,
the dispersion relation can have more than one root c̄����.
They are identified in the following by c̄�n�

� ���, n�N. An
important remark is that the dispersion relation cannot vanish
when the incident wave takes the form of a plane wave
because Re�k1

���k�0� for Eq. �14� to be true, whereas
k1

i � �−k�0� ,k�0�� in the case of an incident plane �bulk� wave.
In the absence of the inclusions, no modes of the configura-
tion can be excited when a plane �bulk� wave strikes the
plate.

B. Modal analysis with inclusions

For the plate with periodic inclusions, the problem re-
duces to the resolution of the linear system �A7�. As previ-
ously, the natural modes of the configuration are obtained by
turning off the excitation, embodied in the vector VF. The
resulting equation possesses a non-trivial solution only if the
determinant of the matrix vanishes:

det�I − VS − V�Q − P�� = 0. �15�

A procedure, called the partition method, for solving this
equation, is not easy to apply because the off-diagonal ele-
ments of the matrix are not small compared to the diagonal
elements. Even at low frequency �i.e., Re�k�1��R�1�, Bj

=Bj
�2�� �k�1�R�2+O��k�1�R�2� for j= �−1,0 ,1�, so that at least

three terms should be taken into account.
An iterative scheme can be employed to solve Eq. �A7�

and obtain an approximate dispersion relation. This equation
is re-written in the form �1−VlMll�Bl=VlFl

+Vl
m�ZMlmBm�1−�ml�, ∀l�Z. The iterative procedure for
solving this linear set of equations is

Bl
�0� =

VlFl

1 − VlMll
,

Bl
�n� =

Vl�Fl + 

m�Z

MlmBm
�n−1��1 − �ml��

1 − VlMll
, �16�

from which it becomes apparent that the solution Bl
�n�, to any

order of approximation, is expressed as a fraction, the de-
nominator of which Dl �not depending on the order of ap-
proximation� can become small for certain couples �k1p ,��
so as to make Bl

�n�, and �possibly� the field large.
When this happens, a natural mode of the configuration,

comprising the inclusions and the plate, is excited, this tak-
ing the form of a resonance with respect to Bl

�n�, i.e., with
respect to a plane wave component of the field in the plate
relative to the inclusions. As Bl

�n� is related to fp
�1�+, fp

�1�−, Tp,
and Rp, the structural resonance manifests itself for the same
�k1p ,�� in the fields of the plate and in the air.

The approximate dispersion relation

Dl = 1 − VlS0 + 

p�Z

�Qllp − Pllp�� = 0, �17�

is the sum of a term linked to the grating embodied in 1
−VlS0 with a term linked to the plate embodied in
−Vl
p�Z�Qllp− Pllp�, whose expressions are give in Eq. �A4�.
This can be interpreted as a perturbation of the dispersion
relation of the gratings by the presence of the plate.

From Eq. �A6�, it is clear that if media M�1� and M�2�

have properties that are close �i.e., ��1����2� and c�1��c�2��,
then the approximate dispersion relation Dl=0 is never sat-
isfied because Vl�0 �and so Dl�1�. The contrast between
the medium M�1� and M�2� has to be large for the approxi-
mate dispersion relation to be satisfied. The zeroth order term
of the Schlömilch series S0 can be re-written39 in the form
2 /d
p�Z1 /k2p

�1� �additional constants are neglected�. Introduc-
ing this into Eq. �17�, together with the expression of Qllp

and Pllp, gives
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FIG. 2. �a� Real part and �b� imaginary part of the roots of the dispersion
relation of a L=10�10−3 m thick porous plate: �¯ �c̄����, �—� c̄�0�, and �-
- -� c̄�1����. Modified modes of the plate and the associated attenuation for
period d=10�10−3 m are pointed out by a dot.
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Dl = 1 − Vl 

p�Z

1

k2p
�1�dDp

Nlp

= 0, ∀ l � Z . �18�

wherein

Nlp = 4 cos�k2p
�1��a + b� + 2l�p����p

�0��2 − ��p
�1��2�

− 4 cos�k2p
�1�L����p

�0��2 + ��p
�1��2�

+ 4i�p
�0��p

�1� sin�k2p
�1�L� .

It is then convenient, for the clarity of the explanations,
to consider �i� M�1� and M�2� to be non-dissipative media
�i.e., medium M�1� and M�2� are perfect fluids� and �ii� the
low frequency approximation of Rl �valid when k�1�R�1�.
The latter hypothesis ensures that the Vl reduce to V0=
−i� /4� �K�1�−K�2�� /K�1�=−i� /4�v0 and V�1=−i� /4
� ���1�−��2�� / ���1�+��2��=−i� /4�v�1. Equation �18� then
reduces to

Dl = 1 − 

p�Z

�vl

4ik2p
�1�dDp

Nlp

= 0, l = 0, � 1. �19�

By referring to the work of Cutler,17 the latter relation should
be satisfied for k2p

�1�Dp /Nlp pure imaginary and close to zero.
Because k�1��k�0� for the authors’ application, the first con-
dition �i.e., k2p

�1�Dp /Nlp pure imaginary� is obtained for �k1p�
� �k�0� ,k�1�� �Nlp and k2p

�1� are real and Dp is pure imaginary in
the non-dissipative case�. The second condition �i.e.,
k2p

�1�Dp /Nlp=0� can then be satisfied only if Dp=0, i.e., when
k1p=k1

�, or if k2p
�1�=0, i.e., when k1p=k�1�. The latter modes are

Rayleigh–Wood modes of the grating �associated with the
condition k2p

�1�=0� and corresponds to the bounds �k1p�=k�1�

defined by the first condition. They can also be hardly ex-
cited, especially by a normally incident plane wave. The
other modes are neither modes of the plate nor Rayleigh–
Wood modes of the grating but modes of the plate together
with the grating of inclusions. They satisfy the relation Dp

=0 and correspond to evanescent waves in the ambient fluid
and propagative wave in the plate. The structure of these
modes is close to the one of the modes of the plate without
inclusions. They are called modified plate modes. To each nth
mode c̄�n�

� of the plate corresponds an infinite number of
�n , p� modified plate modes c̄�n,p�

� .
Figure 2 depicts, in the case of the rigid-frame porous

�lossy� plate with inclusions, the real and imaginary parts of
the solution c�n,p�

� ���=� /k�n,p�
� normalized by c�0� employing

the mechanical characteristics of Sec. VII A, for d=10
�10−3 m. c̄�n,p�

� ��� corresponds to the intersection of c̄n
����

as depicted in Sec. IV with c̄p���=� / �k1pc�0��. k1p being real,
the associated attenuation corresponds to Im�c̄n

����� at the
frequency c̄n

���� and Re�c̄p���� intersect. The modified plate
mode can now be excited by an incident plane �bulk� wave,
because of the summation over the index p, which allows the
existence of evanescent waves in ��0��. When a modified
plate mode is excited, the structure of the associated waves
allow the entrapment of a part of the energy inside the plate
and thus to an increase in the absorption.

VI. EVALUATION OF THE REFLECTION,
TRANSMISSION, AND ABSORPTION COEFFICIENTS

The developed form of the conservation of energy rela-
tion is

1 = A + R + T , �20�

where A, R, and T are the absorption, hemispherical reflec-
tion, and hemispherical transmission coefficients, respec-
tively. The latter two coefficients are defined by

R = 

p�Z

Re�k2p
�0���Rp����2

k2
�0�i�Ai�2

= 

p=p̄−

p̄+

k2p
�0��Rp����2

k2
�0�i�Ai�2 ,

T = 

p�Z

Re�k2p
�0���Tp����2

k2
�0�i�Ai�

= 

p=p̄−

p̄+

k2p
�0��Tp����2

k2
�0�i�Ai�

, �21�

wherein p̄ is such that �k1
i +2��p̄� �1� /d�2� �k�0��2� �k1

i

+2�p̄� /d�2 and the expressions of Rp and Tp are given in
Eq. �12�, while A involves non-vanishing surface integrals
on �a, �b, and � because of viscous effects. Because of the
previous argument and because of the complicated shape of
��1� over which some integration should be carried on for the
evaluation of the absorption of the porous material itself, A
will be calculated by A=1−R−T.

VII. NUMERICAL RESULTS AND DISCUSSION

The ambient and saturating fluids are air ���0�=� f

=1.213 kg m−3, c�0�=�	P0 /�0, with P0=1.01325�105 Pa
and 	=1.4, =1.839�10−5 kg m−1 s−1�. The inclusions are
either occupied by melamine-foam �which defines the so-
called type 1 sample� or with an acoustically-hard material
�for which a Neumann condition prevails on � and which
defines the so-called type 2 sample�. The latter condition is
easily encountered for acoustic waves that propagate in rigid-
frame porous plate containing inclusions made out of a ma-
terial whose characteristic impedance is very large compared
to that of the porous medium, the latter being very close to
the characteristic impedance of the air medium; any elastic
materials, such as metals or acrylic plastics, are suitable. Fur-
thermore, the domain �2 does not have to be completely
filled with such a material in order for the Neumann bound-
ary condition to prevail; elastic tubes are an example of such
inclusions. In practice, this enables the configuration to be
lightweight.

The medium M�1� is characterized by 
=0.96, ��

=1.07, �=273�10−6 m, ��=672�10−6 m, and �
=2843 N s m−4, while the melamine-foam is characterized
by 
=0.99, ��=1.001, �=150�10−6 m, ��=250
�10−6 m, and �=12�103 N s m−4. Melamine foam is
more absorptive than the polyurethane foam that occupies
the plate, but, on the whole, their mechanical characteristics
are rather close. The incident angle is �i=� /2.
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A. Numerical results for an ultrasonic wave incident
on a rigid-frame porous plate with a periodic
distribution of inclusions

First, an infinite layer 1�10−2 m thick and filled with a
polymer foam M�1� is considered. Figure 3 depicts the ab-
sorption coefficients for type 1, while Fig. 4 depicts the
hemispherical reflection, hemispherical transmission, and ab-
sorption coefficients for type 2 samples when the radius of

the inclusions is equal to R=2.5�10−3 m and the center-to-
center distance between inclusion varies from d=1
�10−2 m to d=2.5�10−2 m.

For weak contrast type inclusions, no substantial modi-
fications of the hemispherical reflection, transmission, and
absorption are noticed. As shown in Sec. VI, when a periodic
set of weak contrast inclusions is added to the plate, the
dispersion relation cannot vanish so that no modes of the
configuration can be excited. The absorption coefficient in-
creases slowly when d decreases while the transmission de-
creases. The reflection coefficient is practically unmodified
by the addition of the periodic set of inclusions. The small
increase in the absorption coefficient is due to the fact that a
dissipative plate is partially filled with a more dissipative
medium, the acoustical properties of the whole configuration
being modified in proportion to the ratio of the volume of
M�2� to that of M�1�.

The results are completely different for large contrast
type 2 inclusions for which substantial modifications of the
hemispherical reflection, transmission, and absorption are
encountered. For frequencies higher than a frequency offset,
which depends on the center-to-center distance between in-
clusions, the hemispherical transmission coefficient de-
creases substantially, this being associated with an increase
in the absorption coefficient. On the contrary, the hemi-
spherical reflection coefficient increases, but less than the
decrease in the hemispherical transmission coefficient. The
latter seems to be mainly due to the first reflection �in terms
of the time domain reflection� on the inclusion when propa-
gative waves are preponderant in the system. Both the hemi-
spherical reflection and transmission coefficient spectra ex-
hibit minima at the same frequencies, at which the
absorption coefficient is maximal.

The frequency offset and the maxima of the absorption
coefficient �corresponding to minima of the hemispherical
reflection and transmission� are linked to, and explained by,
the excitation of the modified plate mode. The frequency
offset corresponds to the excitation of the first modified plate
mode of the configuration. This frequency is also dependent
on the thickness of the plate, on the mechanical characteris-
tics of the material that fills the plate, and on the periodicity
of the grating. The larger the d is, the smaller the frequency
offset is. Below this frequency, no particular modification of
the absorption is noticed because waves in the ambient fluid
are mainly propagative. Beyond this frequency, evanescent
waves in the ambient fluid, associated with modified plate
mode excitation, are involved and cause an entrapment of the
energy inside the plate, this leading to an increase in the
absorption coefficient. This is particularly noticeable for the
maxima of the absorption �minima of the hemispherical re-
flection and transmission� coefficients that are located at the
higher modified plate mode natural frequencies. For these
frequencies, evanescent waves in the ambient fluid are pre-
ponderant and cause an important entrapment of the energy
inside the plate.

For a fixed frequency beyond the offset, the increase in
the absorption coefficient is dependent �Fig. 3� on the period
of the gratings with fixed inclusion radius �large for a small
period and small for a large period� and dependent �Fig. 5�
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FIG. 4. Hemispherical transmission coefficients �a�, hemispherical reflection
coefficients �b�, and absorption coefficients �c� for various center-to-center
distances and for type 2 samples.
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on the radius of the gratings for a fixed period �large for a
large radius and small for a small radius�. This means that
the sought-for increase in the absorption is strongly linked to
the determination of the configuration that allows an optimal
excitation of modified plate modes. Increasing the period for
fixed radius inclusions, or decreasing the radius of the inclu-
sion for a fixed period, both reduce the impact of the inclu-
sions on the global response of the configuration and thus
lessen the possibility of modified plate mode excitation. The
increase in the absorption coefficient appears to follow the
ratio radius over period �r /d�.

B. Use of periodic set of high-contrast inclusions for
the absorption of audible sound

From the results of Sec. VII A, it can be inferred �i� that
the addition of a periodic set of high-contrast inclusions to a
rigid-frame porous plate induces an increase in the absorp-
tion of the latter for frequencies that are equal or higher than
the natural frequency of the first modified plate mode of the
configuration and �ii� that the increase in the absorption is all
the greater the larger is r /d. The audible frequency range
extends from 15–20 Hz to 16–23 kHz. The natural frequency
of the first modified plate mode is attained approximately for
c̄�1,1�= ���1,1�d� / �2�c�0���0.95 for normal incident plane
waves. The frequency offset is proportional to 1 /d. The
lower is the frequency offset, i.e., the lower the resonance
frequency of the first modified plate mode, the larger must be
the distance that separates adjacent inclusions. The configu-
ration �thickness of the plate, periodicity, and radius� will

also be larger for the absorption of audible sound than it is
for ultrasound. For example, to increase the absorption coef-
ficient for frequencies that are higher than 4000 Hz, d must
be chosen such that d�0.95c�0� /��1,1��81.2�10−3 m. d
=80�10−3 m is considered hereafter. When compared to
the periodicity used in Sec. VII A, d is multiplied by a factor
of 8. Two cases are also considered hereafter: R=25
�10−3 m and R=20�10−3 m. In practice, the design of
acoustical absorbing materials is submitted to constraints in
terms of weight and size. The thickness of the plate is thus
chosen to be L=60�10−3 m, which corresponds to a radius
over the plate thickness ratio �R /L=25 /60�0.41� larger
than for the ultrasonic case �R /L=2.5 /10�0.25�.

Figure 6 depicts the real and imaginary parts of the roots
of the dispersion relation in the case of a L=60�10−3 m
thick plate filled with M�1� material. The modified plate mode
frequencies and associated attenuation are pinpointed in this
figure when d=80�10−3 m. The frequency of the first
modified plate mode is found to occur at ��1,1��4100 Hz.
Figure 7 depicts the absorption coefficients for type 2 inclu-
sions of radius R=25�10−3 m and R=20�10−3 m. The
absorption is larger in case of the larger radius for frequen-
cies higher than ��1,1��4100k Hz. The hemispherical reflec-
tion and transmission coefficients present minima associated
with maxima of the absorption coefficient at the resonance
frequencies of the modified plate modes of higher order. The
mechanism by the which the absorption is increased is the
one described in Sec. VII A �relative to ultrasonic solicita-
tion�.

VIII. CONCLUSION

It is shown that high-contrast, periodically-arranged,
macroscopic inclusions in a porous plate induce an increase
in the absorption coefficient, mainly associated with a de-
crease in the hemispherical transmission coefficient for fre-
quencies that are higher than a frequency offset. This effect
is due to the excitation of the modified plate modes. Ex-
pressed differently, the excitation of something similar to a
plate mode of the initial macroscopically-homogeneous plate
is enabled by the presence of the periodic set of inclusions.
The frequency offset of substantial modification of response
�with respect to that of the macroscopically-homogeneous
plate� corresponds to the frequency of the first modified plate
mode of the configuration, while large absorption peaks are
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also encountered at the resonance frequencies of the higher
order modified plate modes. The type of waves �evanescent
in the half spaces above and below the plate, propagative
within the plate� associated with these modified plate modes
helps to understand why the periodic set of inclusions is
necessary for modal excitation and why energy is trapped in
the plate at resonance.

The natural frequencies of the modified plate modes
were evaluated by referring to the Cutler-modes of gratings
through an approximate dispersion relation.

The reflection coefficients were found to be of the same
order as those in the absence of inclusions for low-contrast
inclusions and to be higher than those in the absence of in-
clusions for high-contrast inclusions.

Further work should deal with the reduction in the hemi-
spherical reflection coefficient. A possible manner for reduc-
ing the latter is by acting on the surface geometry of the
plate. A first approach could consist in the addition of a ho-
mogenized layer of double porosity.10

APPENDIX A: DETERMINATION OF THE UNKNOWNS

1. Application of the continuity conditions
across the interfaces �a and �b

Applying successively �−d/2
d/2 ·dx1 to the continuity of the

pressure field and of the normal component of the velocity
across �a and �b, Eq. �4�, and making use of the orthogonal-
ity relation �−d/2

d/2 ei�k1n−k1l�x1dx1=d�nl , ∀ �l ,n��Z2, gives rise
to the system of linear equations

Ai�p0 + Rp − fp
�1�−e−ik2p

�1�a − fp
�1�+eik2p

�1�a − 

l�Z

BlKpl
+ eik2p

�1�a = 0,

�A1a�

− Ai�p
�0��p0 + Rp�p

�0� + fp
�1�−�p

�1�e−ik2p
�1�a − fp

�1�+�p
�1�eik2p

�1�a

− 

l�Z

BlKpl
+ �p

�1�eik2p
�1�a = 0, �A1b�

Tp − fp
�1�−e−ik2p

�1�b − fp
�1�+eik2p

�1�b − 

l�Z

BlKpl
− e−ik2p

�1�b = 0. �A1c�

− Tp�p
�0� + fp

�1�−�p
�1�e−ik2p

�1�b − fp
�1�+�p

�1�eik2p
�1�b

+ 

l�Z

BlKpl
− �p

�1�e−ik2p
�1�b = 0, �A1d�

for the resolution of Rp, Tp, and f �1�� in terms of Bm, ∀m
�Z and wherein �p

�i�=k2p
�i� /��i� and i=0� ,1.

2. Application of the multipole method

Introducing the expressions of fp
�1�− and fp

�1�+ in terms of
Bl obtained from Eq. �A1� into Eq. �11� leads to an expres-
sion of p̃�1���x� in the Cartesian coordinate system in terms
of Bl, ∀l�Z. Central to the multipole method are the local
field expansion or multipole expansions around each
inclusion.13–15 Because p�r� satisfy a Helmholtz equation in-
side and outside the cylinder of the unit cell, in the vicinity
of the latter �i.e., ∀r�d−R�, p̃�1��r� can be written in the
form

p̃�1��r� = 

l�Z

�BlHl
�1��k�1�r� + AlJl�k�1�r��eil�, �A2�

wherein Al are the coefficients of the locally incident field to
the central cylinder, Hl

�1� is the lth Hankel function of first
kind, and Jl is the lth bessel function. To proceed further, the
Cartesian form must be converted to the cylindrical har-
monic form by means of x1=r cos���, x2=r sin���, k1p

=k�1� cos��p�, and k2p
�1�=k�1� sin��p�, together with the identity

eikr cos��−�p�=
m�ZimJm�kr�eim��−�p�:

p̃�1��r� = 

l�Z

BlHl
�1��k�1�r� + � 


m�Z
MlmBm + Fl�Jl�k�1�r��eil�,

�A3�

with Mlm=Sl−m+
p�Z�Qlmp− Plmp�, Fl=
p�Z�Jlp
− Fp

�1�−

+Jlp
+ Fp

�1�+�, Jlp
�= ile�il�p, and wherein

Fp
�1�� = �2�p

�0��p
�0� � �p

�1�

Dp
�e�ik2p

�1�b�p0Ai,

Qlmp = 4�− i�m−l ��p
�0��2 − ��p

�1��2

dk2p
�1�Dp

� cos�k2p
�1��a + b� + �l

+ m��p� ,

Pln p = 4�− i�m−leik2p
�1�L ��p

�0� − �p
�1��2

dk2p
�1�Dp

cos��m − l��p� ,

Sl = 

j=1

�

Hl
�1��k�1�jd��eik1

i jd + �− 1�le−ik1
i jd� . �A4�

Sl is the Schlömilch series often referred to as a lattice sum,
and Dp as defined Eq. �13�.

Identifying Eq. �A2� with Eq. �A3�, it follows that

Al = 

m�Z

MlmBm + Fl. �A5�

At this point, the two equations �5� and �6� are accounted-for.
It is well-known that the coefficients of the scattered field Bl

and those of the locally incident field Al are linked by a
matrix relation �derived form the continuity conditions Eqs.
�5�� depending on the parameters of the cylinder only Bl

=VlAl, with

Vl =
	�1�J̇l���1��Jl���2�� − 	�2�J̇l���2��Jl���1��

	�2�J̇l���2��Hl
�1����1�� − 	�1�Ḣl

�1����1��Jl���2��
, �A6�

wherein 	�j�=k�j� /��j�, ��j�=k�j�R, j=0,1, and Żl�x�
=dZl�x� /dx. Denoting by B the infinite column matrix of
components Bl, Eq. �A5� together with Eq. �A6� may be
written in the matrix form

�I − VM�B = �I − VS − V�Q − P��B = VF , �A7�

with F the column matrix of lth element Fl, I the identity
matrix, V the diagonal matrix of component Vl, and S, Q,
and P three square matrices whose �l ,m�th elements are Sl−m,

p�ZQlmp, and 
p�ZPlmp, respectively.
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Remark. In the case of a Neumann type boundary con-
dition equation �5�, expression Eq. �A6� takes the form Vl

N

=−J̇l�k�1�R� / Ḣl
�1��k�1�R�.

APPENDIX B: NUMERICAL RECIPES

The infinite sum 
m�Z over the indices of the modal
representation of the diffracted field by a cylinder is trun-
cated as 
m=−M

M such that40 M =int�Re�4.05� �k�1�R�1/3

+k�1�R��+10.
On the other hand, the infinite sum 
p�Z over the indi-

ces of the k1p is found to depend on the frequency and on the
period of the grating. An empirical rule is employed, deter-
mined by performing a large number of numerical experi-
ments 
p=−P

P such that P=int�d /2��3 Re�k�1��−k1
i ��+5. In

the latter equations, int�a� represents the integer part of a.
Considering the foam plate without dissipation, k2

�1� is the last
vertical wave number to become purely imaginary when �p�
increases. The previous numerical rule also ensures that
k2p

�1�= i�2�k�1�� �nondissipative case� with an added security
term equal 5.

Finally, the infinite sum embedded in Sm−l in Eq. �A2�
�lattice sum� 
 j=1

� is found to be slowly convergent, particu-
larly in the absence of dissipation, and is found to be
strongly dependent on the indices m− l. A large literature
exists on this problem.41,42 Here, the fact that the medium
M�1� is dissipative greatly simplifies the evaluation of the
Schlömilch series. The superscript J in Sm−l

J identifies the
integer over which the sum is performed, i.e., 
 j=1

J . This sum
is carried out until the conditions �Re��Sm−l

J+1 −Sm−l
J � /Sm−l

J ��
�10−5 and �Im��Sm−l

J+1 −Sm−l
J � /Sm−l

J ���10−5 are reached.

1L. Brekovskikh, Waves in Layered Media �Academic, New York, 1960�.
2U. Ingard, Notes on Sound Absorption Technology �Noise Control Foun-
dation, Poughkeepsie, 1994�.

3O. Tanneau, J. Casimir, and P. Lamary, “Optimization of multilayered
panels with poroelastic components for an acoustical transmission objec-
tive,” J. Acoust. Soc. Am. 120, 1227–1238 �2006�.

4M. Biot, “Theory of propagation of elastic waves in fluid-saturated porous
solid,” J. Acoust. Soc. Am. 28, 168–178 �1956�.

5M. Biot, “Mechanics of deformation and acoustic propagation in porous
media,” J. Appl. Phys. 33, 1482–1498 �1962�.

6D. Johnson, J. Koplik, and R. Dashen, “Theory of dynamic permeability
and tortuosity in fluid-saturated porous media,” J. Fluid Mech. 176, 379–
402 �1987�.

7K. Attenborough, “Acoustical characteristics of porous materials,” Phys.
Rep. 82, 179–227 �1982�.

8J.-F. Allard, Propagation of Sound in Porous Media: Modelling Sound
Absorbing Materials �Chapman & Hall, London, 1993�.

9L. De Ryck, J.-P. Groby, P. Leclaire, W. Lauriks, A. Wirgin, C. Depollier,
and Z. Fellah, “Acoustic wave propagation in a macroscopically inhomo-
geneous porous medium saturated by a fluid,” Appl. Phys. Lett. 90,
181901 �2007�.

10X. Olny and C. Boutin, “Acoustic wave propagation in double porosity
media,” J. Acoust. Soc. Am. 114, 73–89 �2003�.

11C. Boutin, P. Royer, and J.-L. Auriault, “Acoustic absorption of porous
surfacing with dual porosity,” Int. J. Solids Struct. 35, 4709–4737 �1998�.

12V. Tournat, V. Pagneux, D. Lafarge, and L. Jaouen, “Multiple scattering of
acoustic waves and porous absorbing media,” Phys. Rev. E 70, 026609
�2004�.

13L. Botten, N. Nicorovici, A. Asatryan, R. McPhedran, C. Poulton, C. de
Sterke, and P. Robinson, “Formulation for electromagnetic scattering and
propagation through grating stacks of metallic and dielectric cylinders for
photonic crystal calculations. Parti method,” J. Opt. Soc. Am. A Opt. Im-
age Sci. Vis 17, 2165–2176 �2005�.

14D. Felbacq, G. Tayeb, and D. Maystre, “Scattering by a random set of

parallel cylinders,” J. Opt. Soc. Am. A Opt. Image Sci. Vis 11, 2526–2538
�1994�.

15S. Wilcox, L. Botten, R. McPhedran, C. Poulton, and C. de Sterke, “Mod-
eling of defect modes in photonic crystals using the fictitious source su-
perposition method,” Phys. Rev. E 71, 056606 �2005�.

16R. Wood, “A suspected case of the electrical resonance of minute metal
particles for light-waves. A new type of absorption,” Proc. Phys. Soc.
London 18,166–182 �1902�.

17C. Cutler, “Electromagnetic waves guided by corrugated structures,” Tech-
nical Report No. MM 44-160-218, Bell Telephone Laboratories, 1944.

18B. Budiansky, “On the elastic moduli of some heterogeneous materials,” J.
Mech. Phys. Solids 13, 223–227 �1965�.

19Z. Hashin and S. Shtrikman, “A variational approach to the theory of the
elastic behaviour of multiphase materials,” J. Mech. Phys. Solids 11, 127–
140 �1963�.

20T. Wu, “The effect of inclusion shape on the elastic moduli of the two-
phase material,” Int. J. Solids Struct. 1, 1–8 �1966�.

21J. Cuomo, J. Ziegler, and J. Woodhall, “A new concept for solar energy
thermal conversion,” Appl. Phys. Lett. 26, 557–559 �1975�.

22C. Horwitz, “Solar-selective globular metal films,” J. Opt. Soc. Am. 68,
1032–1038 �1978�.

23J. Joannopoulos, R. Meade, and J. Winn, Photonic Crystals; Molding the
Flow of Light �Princeton University Press, Princeton, 1995�.

24E. Yablonovitch, “Photonic band-gap structures,” J. Opt. Soc. Am. B 10,
283–295 �1993�.

25V. Veselago, “The electrodynamics of substances with simultaneous nega-
tive value of e and m,” Sov. Phys. Usp. 10, 509–514 �1968�.

26P.-Y. Bard and A. Wirgin, “Effects of buildings on the duration and am-
plitude of ground motion in Mexico City,” Bull. Seismol. Soc. Am. 86,
914–920 �1996�.

27J.-P. Groby and A. Wirgin, “Seismic motion in urban sites consisting of
blocks in welded contact with a soft layer overlying a hard half space,”
Geophys. J. Int. 172, 725–758 �2008�.

28A. Khelif, B. Djafari-Rouhani, V. Laude, and M. Solal, “Coupling charac-
teristics of localized phonons in photonic crystal fibers,” J. Appl. Phys. 94,
7944–7946 �2003�.

29V. Laude, M. Wilm, S. Benchabane, and A. Khelif, “Full band gap for
surface acoustic waves in a piezoelectric phononic crystal,” Phys. Rev. E
71, 036607 �2005�.

30M. Wilm, K. Khelif, S. Ballandras, V. Laude, and B. Djafari-Rouhani,
“Out-of-plane propagation of elastic waves in two-dimensional phononic
band-gap material,” Phys. Rev. E 67, 065602 �2003�.

31A. de Bruijn, “Anomalous effects in the sound absorption of periodically
uneven surfaces,” Acustica 24, 75–84 �1971�.

32L. Kelders, J.-F. Allard, and W. Lauriks, “Ultrasonic surface waves above
rectangular-groove gratings,” J. Acoust. Soc. Am. 103, 2730–2733 �1998�.

33B. Sapoval, B. Hebert, and S. Russ, “Experimental study of a fractal
acoustical cavity,” J. Acoust. Soc. Am. 105, 2014–2019 �1999�.

34J.-P. Groby, E. Ogam, and A. Wirgin, “Acoustic response of a periodic
distribution of macrosocopic inclusions within a rigid frame porous plate,”
Waves Random Complex Media 18, 409–433 �2008�.

35J.-F. Allard and Y. Champoux, “New empirical equations for sound propa-
gation in rigid frame porous materials,” J. Acoust. Soc. Am. 91, 3346–
3353 �1992�.

36J.-P. Groby, L. De Ryck, P. Leclaire, A. Wirgin, W. Lauriks, R. P. Gilbert,
and Y. Xu, “Use of specific Green’s functions for solving direct problems
involving a heterogeneous rigid frame porous medium slab solicited by the
acoustic waves,” Math. Methods Appl. Sci. 30, 91–122 �2007�.

37J.-P. Groby and C. Tsogka, “A time domain method for modeling viscoa-
coustic wave propagation,” J. Comput. Acoust. 14, 201–236 �2006�.

38J.-P. Groby and A. Wirgin, “2D ground motion at a soft viscoelastic layer/
hard substratum site in response to SH cylindrical waves radiated by deep
and shallow line sources: Numerical results,” Geophys. J. Int. 163, 192–
224 �2005�.

39C. Linton and I. Thompson, “Resonant effects in scattering by periodic
arrays,” Wave Motion 44, 165–175 �2007�.

40P. Barber and S. Hill, Light Scattering by Particles: Computation Methods,
Advanced Series in Applied Physics 2 �World Scientific, London, 1990�,
Chaps. 2 and 30.

41V. Twersky, “On scattering of waves by the infinite grating of circular
cylinders,” IRE Trans. Antennas Propag. 10, 737–765 �1962�.

42C. Linton, “Schlömilch series that arise in diffraction theory and their
efficient computation,” J. Phys. A 39, 3325–3339 �2006�.

J. Acoust. Soc. Am., Vol. 126, No. 2, August 2009 Groby et al.: Porous plate with periodic inclusions 693



The forced radiation efficiency of finite size flat panels that are
excited by incident sounda)
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The radiation efficiency of an infinite flat panel that radiates a plane wave into a half space is equal
to the inverse of the cosine of the angle between the direction of propagation of the plane wave and
the normal to the panel. The fact that this radiation efficiency tends to infinity as the angle tends to
90° causes problems with simple theories of sound insulation. Sato calculated numerical values of
radiation efficiency for a finite size rectangular panel in an infinite baffle whose motion is forced by
sound incident at an angle to the normal from the other side. This paper presents a simple two
dimensional analytic strip theory, which agrees reasonably well with Sato’s numerical calculations
for a rectangular panel. This leads to the conclusion that it is mainly the length of the panel in the
direction of radiation, rather than its width that is important in determining its radiation efficiency.
A low frequency correction is added to the analytic strip theory. The theory is analytically integrated
over all angles of incidence, with the appropriate weighting function, to obtain the diffuse sound
field forced radiation efficiency of a panel.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3158820�

PACS number�s�: 43.55.Rg, 43.40.Rj, 43.20.Rz, 43.55.Ti �LMW� Pages: 694–702

I. INTRODUCTION

Below the critical frequency of a panel, the sound trans-
mission through the panel is due mainly to the radiation of
sound from the forced bending waves, which are excited by
sound incident on the other side. This is because the free
bending waves generated by the reflection of the forced
bending waves from the edges of the panel have wavelengths
that are shorter than the wavelength of sound in air. This
means that these free bending waves are very inefficient ra-
diators of sound. At and above the critical frequency of the
panel, the free bending waves in the panel have wavelengths
that are the same as the forced bending waves excited by
sound incident at a frequency dependent angle. Thus to pre-
dict the sound insulation of a panel it is necessary to know
the radiation efficiency of forced bending waves propagating
in the panel.

If a plane wave strikes a panel it forces a bending wave
in the panel whose wavelength is greater than or equal to the
wavelength of the incident wave in air. Because of this, the
forced wave in the panel can radiate efficiently into air on its
other side. The radiation efficiency of an infinite panel is
equal to the inverse of the cosine of the angle of incidence
and transmission �see Sec. IV.7.a of Cremer and Heckl
�1988��. This result obviously cannot be correct for a finite
size panel because it goes to infinity at grazing incidence.

Gösele derived the radiation efficiency for an infinite
strip in 1953 �Cremer and Heckl, 1988�. Sato made numeri-
cal calculations in 1973 of the radiation efficiency of a forced
wave on a square panel for case where the panel wavelength
is longer than the wavelength of sound in air. Sato also nu-
merically calculated the radiation efficiency averaged over
all possible directions of sound incidence. Sato’s results ap-
pear as Fig. 1.3.2, Table B.1, and Fig. B.2 in Rindel, 1975.

Rindel �1975� used Sato’s numerical results for radiation
efficiency in his theory of sound insulation as a function of
angle of incidence. According to Novak �1992�, Lindblad
produced an approximate formula for the radiation efficiency
at high frequencies in 1973 based on Gösele’s results. Lind-
blad derived a simpler approximation in 1985 which can be
integrated over all angles of incidence. He also extended the
integrated formula to low frequencies.

Rindel �1993a� modified Lindblad’s 1973 formula, with
constants that are selected to provide good agreement with
Sato’s tabulated radiation efficiencies. Rindel’s formula also
extended Lindblad’s 1973 formula to low frequencies. This
formula of Rindel cannot be integrated by analytic means.

Ljunggren �1991� repeated Sato’s numerical calculations
using a two dimensional model and obtained agreement
“well within 0.5 dB,” both as a function of angle of inci-
dence and averaged over all angles of incidence. Novak
�1995� performed even more extensive three dimensional
calculations than Sato.

The purpose of this paper is to derive an analytic ap-
proximation to Sato’s numerical results using a simple two
dimensional strip model. This analytic approximation has to
be simple enough so that it can be integrated by analytic
means over all angles of incidence for comparison with Sa-
to’s diffuse field results.

a�
Portions of this work were presented and published in “The radiation effi-
ciency of finite size flat panels,” Acoustics 2004, Transportation Noise and
Vibration—The New Millennium, Proceedings of the Annual Conference
of the Australian Acoustical Society, Gold Coast, 3–5 November 2004.

b�Also at CSIRO Materials Science and Engineering, P.O. Box 56, Highett
Victoria 3190, Australia. Electronic mails: john.davy@csiro.au and
john.davy@rmit.edu.au
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II. DISCRETE AND LINE SOURCES

In this section the radiation of sound from discrete sound
sources on a line into a two dimensional plane is considered.
This problem is generalized to obtain the radiation from a
continuous line source in this section and the radiation from
an infinite strip in Sec. III.

Figure 1 shows two point sound sources that are sepa-
rated by a distance 2a, which is shown as a solid line. The
two sound sources emit pure tones with equal frequency and
equal amplitude. An observer at a distance, which is very
large compared to the distance 2a that separates the sound
sources, receives almost the same amplitude sound wave
from each source. The lines from the two sound sources to
the distant observer, which are shown with long dashes, are
almost parallel.

The sound wave from source 1 travels an extra distance
2a sin �, where � is the angle between the normal, shown
with short dashes, to the line joining the two sound sources
and the parallel lines from the two sources to the distant
observer. It is also assumed that the phase of source 2 leads
the phase of source 1 by 2�. Thus, at the distant observer, the
phase of the sound from source 2 leads the phase of the
sound from source 1 by 2�=2�+2ka sin �.

Now assume that there are N sources of angular fre-
quency � in a line of length 2a. Each source has an ampli-
tude proportional to 1 /N, is a distance 2a / �N−1� from the
previous source and leads the phase of the previous source
by 2� / �N−1�. At the distant observer, the phase of the sound
from each source leads the phase of the sound from the pre-
vious source by

2� =
2� + 2ka sin �

N − 1
. �1�

At time t, the sound pressure at the distant observer is pro-
portional to

1

N
�
n=1

N

sin��t + 2�n − 1��� =
sin�N��
N sin���

sin��t + �N − 1��� .

�2�

The above summation is performed using formula 1.341.1 in
p. 29 of Gradshteyn and Ryzhik, 1965.

If N is very large

N� � �N − 1�� = � + ka sin � . �3�

Thus

� =
� + ka sin �

�N − 1�
� 1, �4�

and sin �=�.
Thus the sound pressure at the distant observer is pro-

portional to

sin�N��
N sin���

sin��t + �N − 1���

=
sin�� + ka sin ��

� + ka sin �
sin��t + � + ka sin �� . �5�

This large N limit gives the result for a continuous line
source of constant source strength over a length of 2a and
phase difference, which varies linearly by a total amount of
2� over the length 2a of the continuous line source. The
sound pressure amplitude p at a distant observer is propor-
tional to

p �
sin�� + ka sin ��

� + ka sin �
. �6�

If the phase difference � is due to a forced bending wave
induced by a wave incident at an angle of �,

� = − kba = − ka sin � . �7�

In this case the sound pressure amplitude p at a distant ob-
server is proportional to

p �
sin�ka�sin � − sin ���

ka�sin � − sin ��
. �8�

III. INFINITE STRIPS

Consider an infinite strip of width 2a and ask how much
power per unit length it radiates from one side when excited
by a pure tone wave incident at an angle of � to the normal
to the strip. The wave maxima planes are assumed to be
parallel to the two parallel edges of the strip. This is the two
dimensional problem considered in Sec. II. Squaring the am-
plitude given by Eq. �8� produces the power that can be
summed by integrating over all angles of radiation � from
−� /2 rad to � /2 rad. Make the following approximation

sin � − sin � = 2 sin�� − �

2
�cos�� + �

2
�

� �� − ��cos � for 	� − �	 � 1. �9�

If the approximation given by Eq. �9� is inserted into the
square of Eq. �8�, the resulting expression is only signifi-
cantly different from zero when � is near �. Because � is
between −� /2 and � /2, it is possible to approximate by
extending the limits of integration to −	 to 	. These ap-
proximations will give the infinite panel result. Later in this
paper, the range of validity of these approximations is exam-
ined and other approximations are obtained for use outside
the range of validity of these approximations. A low fre-
quency correction will also be introduced in the Sec. IV.
With the above approximations, the total radiated sound
power per unit length of strip is proportional to

FIG. 1. Two discrete sound sources.
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−	

	 sin2�ka�� − ��cos ��
�ka�� − ��cos ��2 d� = 


−	

	 sin2�ka� cos ��
�ka� cos ��2 d�

=
�

ka cos �
, �10�

using integral 3.821.9 in p. 446 of Gradshteyn and Ryzhik,
1965.

This is the same 1 /cos � variability as in the case of the
infinite panel since for the infinite panel, the transmitted
angle � is equal to the incident angle �. Equation �10� is only
proportional to the radiation efficiency of the infinite strip.
Since the radiation efficiency of an infinite strip must equal
the 1 /cos � radiation efficiency of an infinite panel if ka is
large enough, Eq. �10� must be multiplied by ka /� to obtain
the absolute value of the radiation efficiency. Thus the radia-
tion efficiency of an infinite strip for an incident angle of � is


��� =
1

cos �
=

1

g
, �11�

where g=cos �. This result is obtained by Gösele, Lyon and
Maidanik �1962�, and Maidanik �1962�.

The range of validity of Eq. �11� is now investigated.
The maximum value of the integrand on the left side of Eq.
�10� is 1 when �=�. Thus replace this integrand in Eq. �10�
with a function which is equal to 1 when

	� − �	 �
�

2ka cos �
, �12�

and is zero elsewhere. This function gives the same value for
the integral. For this replacement function, the change in the
limits of integration is only valid if the nonzero part of the
replacement function lies between −� /2 and � /2. This
means that

�

2
− 	�	 �

�

2ka cos �
. �13�

For 	�	 close to � /2, the left hand side of Eq. �13� is approxi-
mately cos �. Thus Eq. �13� becomes

cos � �
�

2ka cos �
, �14�

or

cos � �� �

2ka
, �15�

or

	�	 � arccos� �

2ka
. �16�

Thus Eqs. �10� and �11� are only valid in the range given
by Eq. �16�. At the two angles of incidence �l given by the
equal sign in Eq. �16�, the total radiated sound power per unit
length of the strip is proportional to

�

ka cos �l
=

�

ka
�2ka

�
=�2�

ka
. �17�

For later use, Eq. �15� is rewritten as

g = cos � � �gl =� �

2ka
if gl � 1,

1 if gl  1,
 �18�

where gl is defined by the second equality in Eq. �18�.
In practice, an empirical correction factor w is used in

Eq. �18� for the range of Eqs. �10� and �11�.

g = cos � � f = �wgl = w� �

2ka
if wgl � 1,

1 if wgl  1,
 �19�

where f is defined by the second equality in Eq. �19�. The
empirical correction factor w will be determined by compari-
son with Sato’s numerical calculations for a square panel.

Since the maximum value of the integrand on the left
side of Eq. �10� is 1, the maximum value of the integral
before extending the limits is � /2-�−� /2�=�. Also cos � is
in the range from 0 to 1 for all values of � in the range from
−� /2 to � /2. This gives

�

ka
�

�

ka cos �
� � . �20�

This means that the approximations can only be valid if ka
�1.

It is also possible to approximate the integral if 	�	
=� /2. Because of symmetry in the equations, only the case
�=� /2 is considered. Now

sin��� − sin��� = cos��

2
− �� − 1. �21�

If � /2−� is small, Eq. �21� becomes

1 −
1

2
��

2
− ��2

− 1 = −
1

2
��

2
− ��2

. �22�

Put y=� /2−�, then

ka�sin��� − sin���� = − kay2/2. �23�

The integral in Eq. �10� becomes



0

	 sin2�kay2/2�
�kay2/2�2 dy . �24�

The �=� /2 limit has become y=0. The �=−� /2 limit has
become y=� and been extended to y=	. This extension will
be compensated by the introduction of an empirical offset
correction � in Eq. �27� and the introduction of a low fre-
quency correction in Sec. IV.

Using integral number 3.852.3 in p. 464 of Gradshteyn
and Ryzhik �1965�, Eq. �24� becomes
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� 2

ka
�22��

3
� ka

2
�3/2

=
2

3
�2�

ka
. �25�

It should be noted that this result is 2 /3 of the value derived
in Eq. �17� for when

cos �l =� �

2ka
. �26�

Like Eq. �10�, Eq. �25� must be multiplied by ka /� to obtain
the absolute value of the radiation efficiency. The radiation
efficiency of an infinite strip for a grazing incident angle �
for which 	�	=� /2 rad is


��

2
� =

1

h
=

2

3

1

gl
− � =

2

3
�2ka

�
− � , �27�

where

h =
1

2

3gl
− �

=
1

2

3
�2ka

�
− �

, �28�

and � is an empirical offset correction, which is determined
by comparison with Sato’s numerical calculations for a
square panel. It is thought that � is needed because the
theory is developed for an infinite strip but is applied to the
case of a square panel. � accounts for the fact that the radia-
tion efficiency of an infinite strip is slightly greater than that
of a square panel at grazing angles of excitation.

This result with �=0 is derived by Gösele. Lyon and
Maidanik �1962� also derived this result with �=0, but a
factor of 2 appears to be missing from their equation. Cremer
and Heckl �1988� insert the factor of 2 when quoting Lyon
and Maidanik’s �1962� result. Maidanik �1962� derived this
result with �=0 but then appeared to include an extra factor
of 2�1.06=2.12 in his final result for the radiation effi-
ciency at grazing angles of incidence. The source of the 1.06
is explained by Eqs. �31� and �32� of this paper. This over-
estimate of Maidanik �1962� in his final result for the radia-
tion efficiency at grazing angles of incidence is confirmed by
Novak’s �1995� three dimensional numerical calculations on
a square panels of side length 2a for ka=16 and ka=64. For
a square panel with sides of length 2a, Maidanik’s �1962�
final result for the radiation efficiency at grazing angles of
incidence is

�
� =�2a

�
+�2a

�
= 2�2a

�
. �29�

For a square panel with sides of length 2a, Cremer and
Heckl �1988� quoted Maidanik’s �1962� final result for the
radiation efficiency at grazing angles of incidence as

�
� = 0.45�U

�
= 0.45�8a

�
= 0.9�2a

�
, �30�

where U is the perimeter of the panel. The ratio of Eq. �29�
to Eq. �30� of 2 /0.9=2.22 is close to the extra factor of 2.12,
which appears to be included in Eq. �29�. Leppington et al.
�1982� also showed that Maidanik’s �1962� final result for
the radiation efficiency at grazing angles of incidence for

rectangular panels with aspect ratios between 0.3 and 1 over-
estimates “by a factor of about 2.” It should be noted that
Maidanik �1962� only claimed that his “values should be
accurate at least to an order of magnitude.”

If �=0,

h =
3

2
� �

2ka
=

3

2�2
� �

2a
= 1.06� �

2a
. �31�

Because 1.06 is approximately equal to 1, Maidanik �1962�,
Lindblad, and Novak �1992� used the following approxima-
tion:

h =� �

2a
and 
��

2
� =

1

h
=�2a

�
. �32�

The range of Eq. �11� is extended beyond that given by
Eq. �19� by combining the infinite panel result of 1 /cos �
�see Eq. �11�� with the infinite strip result at a grazing angle
of incidence of Eq. �27�. Linear interpolation in g=cos � in
the denominator of Eq. �11� from f when g=cos �= f to h
when g=cos �=0 is used. This gives


�g� = �
1

g
if 1 � 	g	 � f ,

1

h − �g
if f  	g	 � 0, �33�

where the interpolation slope � is chosen so that the two
parts of Eq. �33� are equal when g=cos �= f . This gives

� =
h

f
− 1. �34�

IV. FINITE SIZE PANELS

The approximation of extending the limits of integration
from −� /2 and � /2 to −	 and 	 in Eq. �10� and from � to
	 in Eq. �24� means that Eq. �33� will overestimate the ra-
diation efficiency at low frequencies where ka is small. To
extend the results to values of ka less than 1, assume a finite
size panel of area S. Since only the power that is radiated is
of interest, only the real part of the fluid wave impedance Zwf

is considered. For a symmetrically pulsating sphere of radius
r, the real part of the normalized fluid wave impedance for
kr�1 is k2r2. By symmetry this result also applies to a pul-
sating hemisphere whose center is on an infinite rigid plane.
For sources whose size is small compared to the wavelength
of sound, it is expected that the real parts of their normalized
fluid wave impedances will depend only on their areas. Thus
the result for the pulsating hemisphere also applies to a panel
set in an infinite rigid plane baffle provided the area of the
panel is equal to the surface area of the hemisphere. Thus
2�r2=S where S is the area of the panel. For a square panel
of side length 2a the area of the panel is S=4a2. The radia-
tion efficiency of the panel is


 =
Re�Zwf�

�0c
= k2r2 =

k2S

2�
=

1

q
=

2

�
k2a2, �35�

where the inverse of the radiation efficiency of the panel is
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q =
2�

k2S
=

�

2k2a2 . �36�

Equations �35� and �36� depend on the assumption that all
areas of the square panel are vibrating in phase with uniform
amplitude. For a panel that is excited by incident airborne
sound and whose dimensions are small compared to the
wavelength of sound in air, this is a reasonable assumption.
For non-square panels, the characteristic length to use in Eqs.
�35� and �36� is 2a=�S, where S is the area of the panel.

Equations �33� and �35� are combined by inverting, rais-
ing to the power of n, adding, taking the nth root and invert-
ing. Lindblad, Novak �1992�, and Rindel �1993a� obtain their
versions of Eq. �33� by using this method to combine the two
different incident angle ranges. Rindel �1993a� also used it to
combine his version of Eq. �33� with Eq. �35�. This combin-
ing method gives the radiation efficiency as


�g� =�
1

�n gn + qn
if 1 � 	g	 � f ,

1
�n �h − �g�n + qn

if f	g	 � 0.  �37�

The empirical combining power n will be determined by
comparison with Sato’s numerical calculations for a square
panel.

V. AVERAGE OVER AZIMUTHAL ANGLE

For a specific azimuthal incidence direction, 2a should
be set equal to a characteristic length of the panel in the
azimuthal incidence direction. For averages over all azi-
muthal incidence directions, Ljunggren �1991� suggested that
2a should be set equal to the mean free path �S /U, where S
is the area and U is the perimeter of the panel. Ljunggren
�1991� also showed that the root mean square length across a
rectangle is equal to �2S /� and points out that this “is in
most cases, in practice, fairly close to the mean free path.”
Novak �1995� confirmed the usefulness of Ljunggren’s
�1991� suggestion by showing that the diffuse field forced
radiation efficiencies of a square panel and a rectangular
panel are almost identical for the same value of k�S /U.

The problem with �S /U and �2S /� is that they are
equal to �� /4�2a=0.785�2a and ��2 /��2a=0.798�2a,
respectively, rather than 2a, for a square panel with side
length 2a. All that Novak’s �1995� result actually shows is
that the characteristic length should be proportional to S /U.
Rindel �1993a, 1993b� followed Thomasson’s �1982� pro-
posal of a characteristic length of 4S /U. This is consistent
with Novak’s �1995� result and is equal to 2a for a square
panel with side length 2a. It is also equal to the diameter for
a circular panel.

As shown in Eq. �30�, Cremer and Heckl �1988� used a
characteristic length of U /4 when quoting Maidanik’s �1962�
final result for the radiation efficiency at grazing angles of
incidence. This is equal to 2a for a square panel with side
length 2a. Sewell �1970� used a characteristic length of �S.
This is also equal to 2a for a square panel with side length 2a
and is the characteristic length that is used in Eqs. �35� and

�36�. One of Maidanik’s �1962� equations can also be inter-
preted as using a characteristic length of �S at grazing inci-
dence. However, Sewell �1970� also used a correction offset
for non-square rectangular panels. This shows that �S is not
completely satisfactory as a characteristic length for non-
square panels. Thus, this paper recommends the use of a
characteristic length of 2a=4S /U for non-square panels, ex-
cept in Eqs. �35� and �36�, where the characteristic length
2a=�S is used.

Leppington et al. �1982� showed that the radiation effi-
ciency, at grazing incidence averaged over all azimuthal
angles of incidence, of a rectangular panel with a shorter side
length of 2L and a longer side length of 2W is


 = H�x��2kL where x =
2L

2W
. �38�

Leppington et al. �1982� gave a formula for H�x�, which
involves a fairly complicated integral and a graph of H�x� for
x between 0 and 1. They said that the approximation H1�x�
=0.5−0.15x differs from H�x� by less than 4%. For the same
rectangular panel and a characteristic length of 2a=4S /U
=4L / �1+x�, Eq. �27�, with �=0, can be written as


��

2
� = H2�x��2kL where H2�x� =

2

3
� 2

�

1
�1 + x

and x =
2L

2W
. �39�

H2�x� differs from H�x� by less than about 5% and from
H1�x� by less than about 6%. Thus the work of Leppington
et al. �1982� also justifies the use of a characteristic length of
2a=4S /U.

VI. AVERAGE OVER ANGLE OF INCIDENCE

The radiation efficiency averaged over all angles of in-
cidence � and all azimuthal angles is

�
� = 

0

�/2


���sin �d� . �40�

The sin � occurs in the integral because there is more solid
angle for sound to be incident from the closer � is to � /2. To
evaluate this integral, assume the constant value of the char-
acteristic 2a=4S /U given in Sec. V.

Differentiating g=cos � gives dg=−sin �d�. Equation
�40� becomes

�
� = 

f

1 dg

�n gn + qn
+ 


0

f dg

�n �h − �g�n + qn
. �41�

If ��0, then put x=h−�g. Differentiating gives dx=−�dg
and Eq. �41� becomes

�
� = 

f

1 dg

�n gn + qn
+

1

�



f

h dx

�n xn + qn
. �42�

If n=2, integral number 2.271.4 in p. 86 of Gradshteyn and
Ryzhik, 1965 gives
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�
� = ln� 1 + �1 + q2

f + �f2 + q2� +
1

�
ln�h + �h2 + q2

f + �f2 + q2 � . �43�

If n=1, integral number 2.111.1 in p. 58 of Gradshteyn and
Ryzhik, 1965 gives

�
� = ln�1 + q

f + q
� +

1

�
ln�h + q

f + q
� . �44�

Another possible way of combining the infinite panel result
with the infinite strip result for grazing incidence, which was
introduced by Lindblad in 1985, is obtained by setting �
=0 and

f = �h if h � 1,

1 if h  1.
� �45�

This paper will describe this method as Lindblad’s simpler
method.

If �=0, Eqs. �43� and �44� must be replaced with the
following two equations, respectively. For n=2,

�
� = ln� 1 + �1 + q2

f + �f2 + q2� +
f

�h2 + q2
. �46�

For n=1,

�
� = ln�1 + q

f + q
� +

f

h + q
. �47�

Lindblad also combined the infinite panel result with the
infinite strip result at grazing incidence using the same com-
bining method as used to obtain Eq. �37� in this paper. That
is, he inverted, raised to the power n, summed, took the nth
root, and inverted again. Lindblad used n=4. This paper will
describe this method as Lindblad’s more complicated
method. Novak �1992� used this method with n=10. The
disadvantage of using this method with n=4 or 10 is that it is
not easy to analytically evaluate the integral of Eq. �40�.
Lindblad only applied the low frequency correction to the
integrated version of his simpler approximation. Lindblad
and Novak �1992� did not combine their results with the low
frequency result of eq. �35�. In this paper their results are
combined with the low frequency result using n=2.

Rindel’s approximation �Rindel, 1993a� is the only other
formula to produce a peak at other than grazing incidence or
at normal incidence. It is also the only other formula to in-
clude the low frequency correction q. It combines the low
angle of incidence result with both the grazing incidence
result and the low frequency result using the n=4 method,
but modifies the low angle of incidence result and the graz-
ing incidence result so that the maximum occurs at g=1.1gl.
This compares with the method developed in this paper
which has the maximum at g=1.3gl. The observation that
Rindel’s maximum occurs at a value of g different to gl is
one of the reasons for the introduction of the empirical cor-
rection factor w in this paper. Unfortunately Rindel’s formula
is too complicated to be easily analytically integrated. This is
why Rindel �1993b� also developed a separate approximation
to the diffuse field radiation efficiency.

For comparison with some other results, ignore the low
frequency result by setting q=0, set w=1 and �=0, and as-
suming that f �1. These assumptions give h / f =3 /2 and Eqs.
�43� and �44� both reduce to

�
� = 1
2 �ln 2ka + 0.477� . �48�

Rindel �1993b� gave the following diffuse field radiation ef-
ficiency approximation which he said is useful for ka0.5.

�
� = 1
2 �ln 2ka + 0.2� . �49�

Sewell’s �1970� work can be interpreted as producing a simi-
lar formula with a low frequency correction. This is because
the diffuse field sound transmission coefficient for a single
isotropic panel is obtained by multiplying the panel’s normal
incidence transmission coefficient by twice Eq. �40�.

�
� =
1

2
�ln 2ka + 0.160 +

1

16�k2a2� . �50�

Setting ka=1 in the third term in the brackets in Eq. �63�
gives

�
� = 1
2 �ln 2ka + 0.180� . �51�

Sewell �1970� also gave a correction for non-square rectan-
gular panels, which reduce the diffuse field radiation effi-
ciency.

Adopting Lindblad’s assumptions of q=0, �=0, f given
by Eq. �45�, h given by Eq. �32�, and f �1 gives f =h and
Eqs. �46� and �47� both reduce to Lindblad’s equation for the
diffuse field radiation efficiency.

�
� = ln��ka

�
� + 1 =

1

2
�ln 2ka + 0.162� . �52�

If Sewell’s �1970� low frequency correction term is ignored,
his Eq. �50� is almost the same as Lindblad’s Eq. �52� and
very similar to Rindel’s Eq. �49�. Comparison of these three
equations with Eq. �48� suggests that Eq. �48� slightly over-
estimates the diffuse field radiation efficiency. This is one of
the reasons for applying the offset correction term � to the
grazing incidence radiation efficiency.

Equation �37� of this paper can also be used to predict
the sound radiation of free bending waves in a panel if the
angular frequency � is greater than or equal to the angular
critical frequency of the panel �c. Because the free bending
wavelength of the panel is greater than or equal to the wave-
length of sound in air � and correspondingly the free bending
wave number of the panel kb is less than or equal to the wave
number of sound in air k, sin � can be calculated from kb

=k sin �. This enables g=cos � to be calculated.

g = cos � = �1 − sin2 � =�1 − � kb

k
�2

=�1 −
�c

�
. �53�

Note that Equation �2.39c� in Maidanik �1962� mistakenly
interchanges the critical frequency and the frequency. This
mistake is not corrected in the errata.
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VII. COMPARISON WITH CALCULATION AND
EXPERIMENT

Davy �2004� used n=1, w=1, and �=0 and in the asso-
ciated conference presentation gave results for the case n
=2, w=1, and �=0. This paper uses n=2, w=1.3, and �
=0.124 because these values produce the best agreement
with Sato’s numerically calculated results. Figure 2 shows
the calculated values of the radiation efficiency in decibel as
a function of the angle of incidence from 0° to 90° for values
of ka ranging from 0.5 to 	.

Sato produced a table of numerically calculated values
of the forced radiation efficiency in dB to one decimal place
for a square panel with side length 2a, at 15° increments of
the angle of incidence from 0° to 90° to the normal to the
panel for 15 values of ka from 0.5 to 64 inclusive. Table I
shows the difference in decibel between Eq. �37� and Sato’s

numerical results. The biggest errors occur because of ripple
in the change from the high frequency region to the low
frequency region around ka=2. This is why most other au-
thors did not extended their approximations to low frequen-
cies. Table II shows the effect on the differences at an angle
of incidence of 90°, if � is changed from 0.124 to 0.

Sato also graphed numerically calculated values of the
forced radiation efficiency in decibel for a square panel with
side length 2a, at 5° increments of the angle of incidence
from 0° to 90° to the normal to the panel for six values of ka
from 2 to 64 inclusive. The extra values on this graph are
read from Sato’s graph and added to his tabulated values.
This enlarged set of values is used to compare the results of
Eq. �37� �D�, Rindel’s �1993a� approximation �R1�, Lind-
blad’s more complicated approximation �L1�, Lindblad’s
simpler approximation �L2�, and Novak’s �1992� approxima-
tion �N� to Sato’s numerically calculated results. The mean,
the standard deviation, the maximum, and the minimum dif-
ferences from Sato’s numerically calculated results are
shown in Table III. Equation �37� performs slightly better
than the other approximation formulae.

Figure 3 shows the calculated values of the diffuse field
forced radiation efficiency in decibel as a function ka from
0.5 to 64. Sato also tabulated numerically calculated values
of the diffuse field forced radiation efficiency in decibel to
two decimal places, for a square panel with side length 2a,
for 15 values of ka from 0.5 to 64 inclusive. Table IV shows
the differences in decibel between Eq. �43� �D�, Lindblad’s

FIG. 2. The theoretical forced radiation efficiency of a square panel, with
side length of 2a, as a function of the angle of incidence for a range of
values of ka. These theoretical results have been calculated using Eqs. �19�,
�28�, �34�, �36�, and �37�.

TABLE I. The differences �dB� between the radiation efficiency given by
Eq. �37� and Sato’s numerically calculated radiation efficiency.

ka 0° 15° 30° 45° 60° 75° 90°

0.5 0.3 0.3 0.2 0.2 0.2 0.1 −0.1
0.75 0.3 0.3 0.3 0.3 0.3 0.0 −0.4
1 0.3 0.3 0.3 0.3 0.2 0.0 −0.4
1.5 −0.3 −0.2 −0.1 0.1 0.1 0.0 −0.4
2 −0.7 −0.6 −0.4 −0.1 0.0 0.1 −0.1
3 0.0 −0.1 −0.4 −0.5 −0.2 0.0 −0.1
4 0.3 0.1 −0.1 −0.3 −0.2 0.0 0.0
6 0.0 −0.1 0.0 −0.1 −0.2 0.0 0.0
8 −0.1 0.0 0.1 −0.1 −0.1 0.0 0.0
12 0.0 0.0 0.0 0.1 −0.1 −0.1 0.1
16 0.0 0.0 0.0 0.0 −0.2 −0.1 0.1
24 0.0 0.0 0.0 0.0 0.1 −0.1 0.0
32 0.0 0.0 0.0 0.0 0.0 −0.1 0.0
48 0.0 0.0 0.0 0.0 0.0 −0.1 0.0
64 0.0 0.0 0.0 0.0 0.0 −0.2 0.0

TABLE II. The differences �dB� between the radiation efficiency given by
Eq. �37� and Sato’s numerically calculated radiation efficiency for an angle
of incidence of 90° when �=0.124 and �=0.

ka �=0.124 �=0

0.5 −0.1 0.3
0.75 −0.4 0.2
1 −0.4 0.3
1.5 −0.4 0.4
2 −0.1 0.6
3 −0.1 0.5
4 0.0 0.5
6 0.0 0.4
8 0.0 0.4
12 0.1 0.4
16 0.1 0.3
24 0.0 0.3
32 0.0 0.2
48 0.0 0.2
64 0.0 0.1

TABLE III. The mean, the standard deviation, the maximum, and the mini-
mum differences �dB� of various approximations from Sato’s numerically
calculated radiation efficiency results.

D R1 L1 L2 N

Mean 0.0 0.0 −0.2 0.0 0.0
St. dev. 0.2 0.4 0.5 0.4 0.5
Maximum 0.3 0.9 0.8 0.8 0.8
Minimum −0.7 −1.5 −1.9 −1.5 −1.6
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diffuse field result from the integrated version of his simpli-
fied approximation �L2�, Rindel’s �1993b� diffuse field radia-
tion efficiency approximation �R2�, and Sewell’s �1970� for-
mula �S�. The mean, the standard deviation, the maximum,
and the minimum differences from Sato’s numerically calcu-
lated results are also shown in Table IV. Rindel �1993b� said
that his approximation is useful for ka0.5. Sewell �1970�
also gave a correction term for non-square rectangular pan-
els. The integral of Lindblad’s simpler approximation for-
mula performs slightly better than the other formulae. If
Lindblad’s simpler approximation formula is integrated with-
out the low frequency correction to obtain Eq. �52� and the
low frequency correction of Eq. �35� is combined with it

using the n=2 method, the result agrees with the L2 results
in Table III to better than three decimal places.

Table IV shows that Eq. �43� �D� is in good agreement
with Sewell’s �1970� formula. Sewell �1970� showed that his
formula is in reasonable agreement with the sound insulation
measurements of Utley �1986� in the Liverpool University
facility on a limp lead panel, of surface density 17.6 kg /m2,
which measured 2.13�1.67 m2. Thus Eq. �43� is in reason-
able agreement with Utley’s �1986� measurements.

Another experimental verification of the theory of this
paper is the fact that the author and his students �Pavasovic
�2006�, Davy and Pavasovic �2006�, Davy and Kannanaikkel
John �2006�, Fisher �2006�, Davy �2007�, Davy and Kannan-
aikkel John �2007�, and Davy �2008�� have been able to use
the theory of this paper with n=1, w=1, and �=0 to suc-
cessfully predict the experimental directivity of the forced
sound radiation from panels and openings.

VIII. CONCLUSIONS

The two dimensional strip model analytic approximation
derived in this paper gives reasonable agreement with three
dimensional numerical calculations. This agrees with Ljung-
gren �1991� whose two dimensional numerical calculations
agree within �0.5 dB of the three dimensional calculations
of Sato and Novak �1995�. It also agrees with the experimen-
tal measurements of Roberts �1983�, which show that the
directivity of a rectangle depends strongly on its length in the
direction of measurement but only weakly on its width at
right angles to the direction of measurement. Thus this paper
concludes that the radiation efficiency of a forced wave on a
panel is mainly determined by the ratio of the panel’s length,
in the direction of propagation of the forced wave, to the
wavelength of the sound in air and the angle of incidence of
the forcing wave.

It should be pointed out that the forced radiation of
sound from an opening can be treated as the forced radiation
of sound from a panel because, for the same source size and
angle of incidence of the forcing wave, the radiation depends
only on the velocity distribution across the opening or panel.
Consequently the results from this paper may be applied to
predicting the radiation of sound from openings as well.

NOMENCLATURE

a � Half length of source
c � Speed of sound in air
f � Empirical limit of range of validity of Eqs.

�10� and �11�
g � Cosine of angle of incidence
gl � Theoretical limit of range of validity of Eqs.

�10� and �11�
h � Inverse of radiation efficiency at grazing

angles
H � Function

H1 � Function
H2 � Function

k � Wave number in air
kb � Wave number in panel

FIG. 3. The theoretical diffuse field forced radiation efficiency of a square
panel, with side length of 2a, as a function of ka. These theoretical results
have been calculated using Eqs. �19�, �28�, �34�, �36�, and �43�.

TABLE IV. The differences �dB� between various diffuse field radiation
efficiency approximations and Sato’s numerically calculated diffuse field
radiation efficiency.

ka D L2 R2 S

0.5 0.18 0.20 −1.50 −0.72
0.75 0.18 0.14 0.34 0.31
1 0.15 0.05 0.29 0.19
1.5 0.03 −0.05 0.13 0.03
2 −0.11 −0.03 0.14 0.05
3 −0.26 −0.02 0.12 0.04
4 −0.11 0.06 0.16 0.08
6 −0.06 0.05 0.12 0.05
8 −0.03 0.05 0.11 0.05
12 0.00 0.05 0.10 0.04
16 −0.02 0.02 0.06 0.01
24 −0.01 0.01 0.05 0.00
32 −0.03 −0.01 0.02 −0.02
48 −0.04 −0.03 0.00 −0.04
64 −0.05 −0.05 −0.02 −0.05
Mean −0.01 0.03 0.01 0.00
St. dev. 0.12 0.07 0.43 0.22
Maximum 0.18 0.20 0.34 0.31
Minimum −0.26 −0.05 −1.50 −0.72
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L � Half shorter side length of rectangle
m � Constant
n � Empirical combining power
N � Number of sound sources
p � Sound pressure amplitude in air
q � Inverse of real part of low frequency radia-

tion efficiency
r � Radius of sphere or hemisphere
S � Surface area
t � Time

U � Perimeter
w � Empirical correction factor for the limit of

range of validity of equations �10� and �11�
W � Half longer side length of rectangle
x � Variable of integration, or aspect ratio of

rectangle
y � Complement of angle of incidence

Zwf � Fluid wave impedance of panel in air
� � Interpolation slope
� � Empirical offset correction for radiation ef-

ficiency at grazing incidence
� � Half total phase change at observer
� � Angle of radiation relative to normal
� � Wavelength in air

�0 � Ambient density of air

 � Radiation efficiency
� � Angle of incidence relative to normal
�l � Limiting angle of incidence relative to

normal
� � Half change of phase across source
� � Angular frequency

�c � Angular critical frequency
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Many noise guidelines currently use A-weighted equivalent sound pressure level LAeq as the noise
metric and the equal energy hypothesis to assess the risk of occupational noises. Because of the
time-averaging effect involved with the procedure, the current guidelines may significantly
underestimate the risk associated with complex noises. This study develops and evaluates several
new noise metrics for more accurate assessment of exposure risks to complex and impulsive noises.
The analytic wavelet transform was used to obtain time-frequency characteristics of the noise. 6
basic, unique metric forms that reflect the time-frequency characteristics were developed, from
which 14 noise metrics were derived. The noise metrics were evaluated utilizing existing animal test
data that were obtained by exposing 23 groups of chinchillas to, respectively, different types of
noise. Correlations of the metrics with the hearing losses observed in chinchillas were compared and
the most promising noise metric was identified.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3159587�

PACS number�s�: 43.60.Dh, 43.64.Tk, 43.66.Gf, 43.66.Vt �KA� Pages: 703–712

I. INTRODUCTION

Noise-induced hearing loss �NIHL� is the most common
job-related illness affecting more than 11 million workers in
the United States alone �EPA, 1981; NIOSH, 1998�. Noise
guidelines currently in use such as ISO-1999 �1990� and
ANSI S3.44-1996 �R2006� �ANSI, 2006� recommend the
noise exposure based on the equal energy hypothesis �EEH�;
therefore assume that the total A-weighted energy in a daily
exposure can be used to predict NIHL. For example, ISO-
1999 �1990� and NIOSH �1998� guidelines recommend the
exposure limit of 85-dBA equivalent sound pressure level
�SPL� �LAeq� as the action level and the 3-dB exchange rate.
That is, for an 8-h workday, a time-weighted average of 85-
dBA or less is expected to produce a material hearing impair-
ment in about 10% of workers after a 40 year career working
in noise �Prince et al., 1998�. For every 3-dB increase in
exposure level, the allowable exposure duration is halved.
The EEH-based approach is generally considered appropriate
for steady-state noises but not for impulsive noises �Ahroon
et al., 1993b�.

Typical workplaces are often subjected to a complex
noise environment in which impulsive noises are embedded
within a steady-state background noise. Current noise guide-
lines recommend integrating impulsive and continuous

noises according to the EEH �ISO-1999, 1990; NATO, 1987;
NIOSH, 1998�. A number of animal exposure studies showed
that the interaction effect between impulsive and broadband
noises may actually exacerbate the NIHL �Blakeslee et al.,
1977; Hamernik et al., 1987, 1974�. For example, an expo-
sure to a complex noise was observed to produce a much
greater permanent threshold shift �PTS� and more extensive
hair cell losses than an exposure to only an energy-
equivalent continuous or impulsive noise alone would have
caused �Blakeslee et al., 1977; Hamernik et al., 1974�. Ani-
mal exposure studies strongly suggest the need for a more
elaborate noise metric than Leq for complex or impulsive
noises �Ahroon et al., 1993a, 1993b; Dunn et al., 1991;
Hamernik et al., 1991; Hamernik and Qiu, 2001; Hamernik
et al., 2003a, 2003b; Hunt et al., 1976; Martin, 1976; Nilsson
et al., 1983; Patterson, 1991; Roberto et al., 1985; Starck and
Pekkarinen, 1987; Starck et al., 2003; Thiery and Meyer-
Bisch, 1988; Voigt et al., 1980�.

Characteristics of the noise are typically described either
in the time domain or frequency domain. However, time and
frequency are interwoven concepts that change simulta-
neously �Kim et al., 2007; Kulkarni et al., 2004; Mallat,
1999; Zhu and Kim, 2006�; therefore a fast transient event
such as an impulsive or complex noise might better be char-
acterized in the joint time-frequency �T-F� domain. The
wavelet transform, which uses variable T-F atoms to break
down signals, is well suited for analysis of transient signals.
The analytic wavelet transform �AWT� is ideal to character-
ize noise and vibration signals �Kim et al., 2007; Zhu and
Kim, 2006�. The AWT is a hybrid of the wavelet transform

a�Present address: Parker-Haniffin Corp., 6035 Parkland Blvd., Cleveland,
OH 44124–4141.

b�Author to whom correspondence should be addressed. Electronic mail:
jay.kim@uc.edu
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and the Fourier transform that enables advantages of the
wavelet transform while retaining familiar definitions such as
frequency, amplitude, and SPL. The AWT is utilized as the
basic signal analysis tool to characterize noise signals in this
work.

This study aims at developing a new noise metric for
more accurate assessment of the risk of complex noises. A
good noise metric should relate the noise with the resulting
hearing loss with high correlations. To identify such a metric,
six basic forms of noise metrics were designed that reflect
T-F characteristics of the noise in uniquely different ways.
Fourteen noise metrics are obtained by varying parameters of
the basic six forms. Correlations of the metrics with the hear-
ing losses observed in chinchillas in the existing data from
several animal exposure studies �Hamernik et al., 2003a,
2003b, 1987, 1994; Hamernik and Ahroon, 1999; Hamernik
and Qiu, 2000; Hamernik et al., 2002� are compared to iden-
tify the most promising noise metric.

II. METHODS

A. Chinchilla noise exposure test data

Hamernik long proposed that a time-averaged metric
such as the equivalent SPL �Leq� is not sufficient to quantify
the exposure hazard to complex noises �Blakeslee et al.,
1977; Hamernik et al., 1987, 1994; Hamernik and Qiu,
2001�. They designed various complex noises and conducted
a series of NIHL tests on chinchillas using these noises. The
complex noises were generated by combining various forms

of impulse noise with a Gaussian continuous noise
�Hamernik and Qiu, 2001�. The total SPL was controlled to
be the same for each study to give a standard platform for
comparison. More details on the design of the noises can be
found in Hamernik and Qiu, 2001; Hamernik et al., 2003a,
2003b; and Lei et al., 1994.

In the experiment, each group of chinchillas was ex-
posed to, respectively, different types of noises for 5 days, 24
h/day, and then allowed to recover for 30 days. Auditory
evoked potential pre-exposure �PRE�, auditory evoked po-
tential after 30 days post exposure �TS30�, and auditory
evoked potential after exposure �TS0� were measured. From
these, the permanent threshold shift �PTS=TS30-PRE� and
compound threshold shift �CTS=TS0-PRE� were calculated.
Percentage of outer hair cell loss �%OHC� and percentage of
inner hair cell loss �%IHC� were also carefully measured.
The measurements were made over six octave band lengths
of the basilar membrane with center frequencies at 0.5, 1, 2,
4, 8, and 16 kHz, that is, over the entire length of the basilar
membrane.

The noises used in this study consisted of a Gaussian
noise and various complex noises composed with variant
levels of Gaussian background noise and impulses or bursts
at different peak values, occurrence frequencies, and occur-
rence rates. The exposures of the chinchillas consist of sev-
eral studies conducted by Hamernick et al. �Hamernik and
Qiu, 2001; Hamernik et al., 2003a, 2003b; and Lei et al.,
1994� to noises of three different levels: 90-, 95-, and 100-
dBA. Table I describes 18 noise types for the exposures at
100-dBA. Table III describes 5 noise types at levels of 90-
and 95-dBA.

TABLE I. Description of the noises that were used as the initial set of data for the correlation study in this paper. The data are from the chinchilla noise
exposure studies conducted by Hamernik et al. �2003a, 2003b� and Qiu et al. �2006�.

Noise
index Noise ID Band type

Center
frequency

�kHz�
Band width

�Hz�
Total SPL

�dBA�
Time

kurtosis
Peak SPL

�dB�

Impulse
probability

of occurring
in 750 ms
window

Background
level
�dB�

Background
level

�dBA�

1 G-244 Three bands 1,2,4 400 100 25 115–128 0.6 98.5 95.5
2 G-249 Broadband N/A 710–5680 100 33 115–129 0.6 95 91.5
3 G-250 Narrow band N/A 1800–2200 100 21 114–128 0.6 98.6 95.5
4 G-251 Three bands 1,2,4 400 100 75 118–130 0.6 94.2 91
5 G-252 Three bands 1,2,4 400 100 53 123–127 0.6 96 92.6
6 G-253 Three bands 1,2,4 400 100 61 117–130 0.2 97.7 94
7 G-254 Three bands 1,2,4 400 100 25 15–128 Impact/1.5 s 97.7 94
8 G-255 Very broadband N/A 100–10 000 100 25 115–129 0.6 98 94.5
9 G-259 Two bands 0.5,2 400 100 30 115–129 0.6 97.8 94.4

10 G-260 Three bands 1,2,4 400 100 39 115–129 0.6 97.2 93.5
11 G-261 Gaussian N/A N/A 100 3 N/A N/A N/A N/A
12 G-263 Three bands 1,2,4 400 100 85–110 116–128 0.6 Very low N/A
13 G-264 Three bands 1,2,4 400 100 12 116–126 0.6 100 97
14 G-265 Very broadband N/A 100–10 000 100 105 127–132 0.1 Very low N/A
15 G-266 Very broadband N/A 100–10 000 100 15 113–127 0.6 99 96
16 G-268 Very broadband N/A 100–10 000 100 65 128–133 0.1 99 96
17 G-269 Narrow band N/A 1800–2200 100 75 114–129 0.6 Very low N/A
18 G-270 Burst broadband N/A 710–5680 100 27 104–115 0.6 96.7 91.3
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B. Analytic wavelet transform characterization of
noise

Basic definitions and properties are briefly explained
here; more details of the AWT can be found in Zhu and Kim,
2005 and Zhu and Kim, 2006. The AWT of a signal f�t� of
scale s is defined as

Ws�t� = �
−�

�

f�u��s
��t − u�du , �1�

where �s�u�=1 /sg�u /s�ej��u/s� is the wavelet function with
scale s, � indicates the complex conjugate, j=�−1, and a
Gaussian function is chosen for g�t� in this study, which is

g�t� =
1

��2��1/4e−t2/2�2
, �2�

where � and � are parameters to be chosen. In this work �
=1.05 and �=7.252 are used, which effectively makes the
AWT a real-time 1/3 octave frequency filter. Conducting the
AWT as defined in Eq. �1� produces the time history of the
1/3 octave frequency component of the signal of the center
frequency �=� /s. Equation �1� can be rewritten as

Ws�t� = �
−�

� 1

s
f�u�g� t − u

s
�e−j���t−u�/s�du . �3�

In this way, the AWT works like a transient Fourier trans-
form. For example, by using the pressure time history mea-
sured in pascal for f�u�, the instantaneous SPL can be de-
fined with the AWT result as follows:

SPL�t,�� = 10 log10�1

2
Ws�t�Ws�t���/Pref

2dB , �4�

where Pref=20 �Pa.
The AWT was applied to one of the noises used in the

exposure study, G263 �Table I�, for demonstration. The
noises were recorded with a 48 000 Hz sampling rate for 5

min. A randomly selected 3-s period of the time history of
the instantaneous pressure of the noise G263 is shown in
Fig. 1.

The T-F characteristics of the noises obtained by apply-
ing the AWT technique are shown in Fig. 2 for the 3-s time
history shown in Fig. 1. The plot was obtained by overlaying
1/3 octave time series of the noise obtained for center fre-
quencies with 1/12 octave interval.

Each implementation of the AWT obtains the time his-
tory of the 1/3 octave SPL of the center frequency at �
=� /s �Zhu and Kim, 2006�. Figure 3 shows six 1/3 octave
time histories obtained for G263 at the center frequencies
0.5. 1, 2, 4, 8, and 16 kHz, at which NIHLs of chinchillas
were measured. This set of six 1/3 octave time histories is
used as the basic T-F information to calculate the noise met-
rics.

III. DESIGN OF NOISE METRICS

Six basic forms of noise metrics were designed to reflect
T-F characteristics of noises in uniquely different ways,
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FIG. 1. Pressure time history of noise G263 for a 3-s period selected ran-
domly out of 5 min period recorded.

TABLE II. Noise correlations of 14 metrics calculated by using the initial exposure data set composed of 18
animal groups exposed to 100-dBA noises. Each correlation is the correlation between the values of the given
metric calculated for 18 noises and the PTS values of the 18 animal groups at each frequency. Notice that all
metrics have very poor noise correlations at 0.5 and 2 kHz.

Metric index

Frequency
�kHz�

0.5 1 2 4 8 16 Overall

1 �0.0072 0.533 �0.005 0.486 0.347 0.238 0.314
2 0.0526 �0.102 0.040 �0.203 �0.174 �0.243 �0.0511
3 0.0217 0.5412 0.0215 0.3057 0.1153 �0.152 �0.0094
4 �0.0131 0.634 0.1235 0.3201 0.0627 �0.219 �0.075
5 �0.0065 0.660 0.170 0.313 0.0153 �0.246 �0.102
6 �0.0021 0.666 0.196 0.302 �0.025 �0.256 �0.117
7 0.0008 0.665 0.213 0.293 �0.057 �0.268 �0.126
8 0.0069 0.652 0.248 0.268 �0.147 �0.286 �0.144
9 0.001 0.561 0.103 0.555 0.388 0.284 0.355

10 0.0136 0.591 0.138 0.570 0.555 0.306 0.356
11 0.046 0.602 0.156 0.559 0.646 0.318 0.351
12 0.080 0.607 0.167 0.546 0.696 0.336 0.349
13 0.172 0.607 0.193 0.525 0.727 0.520 0.361
14 �0.154 0.562 �0.324 0.268 0.243 �0.076 0.084
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which will be varied to a total of 14 metrics. These metrics
are calculated from the six 1/3 octave time histories; there-
fore are functions of frequency. The definitions of the metrics
are as follows.

Metric 1: Equivalent SPL Leq���. This metric has the
same definition as the conventional Leq except that it is cal-
culated as a function of frequency. The time-averaged pres-
sure Peq��� is calculated as follows:

Peq��� =�1

T
�

0

T

�p��,t��2dt , �5�

where p�� , t� is the 1/3 octave pressure time histories ob-
tained at the aforementioned six frequencies. Leq��� is ob-
tained as

Leq��� = 10 log10�Peq���2

Pref
2 � . �6�

Metric 2: The frequency domain kurtosis 	���. The kur-
tosis, a statistical quantity that represents the impulsiveness
of the event, is calculated from each 1/3 octave SPL time
history. Kurtosis of a time series is defined as

	��� =
�4

�4 , �7�

where, x is the time series, �4 is the fourth moment about the
mean of x, and � is the standard deviation of x.

The kurtosis obtained from the total sound pressure as a
function of frequency was used as the metric in the noise
exposure study by Hamernik and Qiu �2001�, Hamernik
et al. �2003a, 2003b�, Lei et al. �1994�, Lei and Hamernik
�1995�, and Qiu et al. �2006�.

Metric 3: Lmax���. Maximum SPL of each 1/3 octave
time history is used as a metric based on the assumption that
the hearing loss may depend on the maximum level of the
frequency component. The 95% value of the SPL distribution
histogram is taken as the maximum SPL.

Metrics 4–8: Dynamic SPL Ld���. The basic form of
these metrics is defined as

Ld��� = Lm��� + K
L��� , �8�

where Lm��� is the mean value of the SPL of the noise,

L��� is the dynamic fluctuation of the SPL defined as the
difference between Lmax��� �95% of the SPL distribution his-
togram� and Lm���, and K is a magnifying factor greater than
1. The design weights the dynamic component of the SPL
more heavily than the static component based on the logic
that the dynamic component is more detrimental than the
static component to the failure of a dynamic system. Metrics

FIG. 2. �Color online� T-F representation of the pressure time history shown
in Fig. 1 obtained by AWT. The height of the surface at a given frequency-
time point indicates the SPL of the 1/3 octave frequency component cen-
tered at the frequency and at the time instant.
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FIG. 3. Time histories of the 1/3 oc-
tave SPL components of noise G253.
Each time history was obtained by ap-
plying the AWT to the noise with the
center frequency at the frequency
shown in the figure. For example, 0.5
kHz time history shown in the figure
approximates the G263 noise that
passed through a 1/3 octave filter of
0.5 kHz center frequency.
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4–8 are defined by taking the values of K=2, 3, 4, 5, and 10.
Metrics 9–13: Modified equivalent SPL Lem�� ,��. The

basic definition is defined as follows:

Pem��,�� = 	 1

T
�

0

T


p��,t� − po��dt�1/�

,

Lem��,��  Lem���� = 10log10� �Pem��,����

Pref
� � , �9�

where po is the threshold pressure, p�� , t� is the pressure
value of the 1/3 octave time history of SPL, and T is the
averaging time. Higher value for the exponent � weights
high pressure components more heavily. 
p�� , t�− p0� is a
singular function defined as


p��,t� − p0� = 0 if p��,t� � po,


p��,t� − p0� = p��,t� − po if p��,t�  po. �10�

Equation �10� assumes that the noise contributes to the hear-
ing loss only when its level exceeds the threshold pressure
po. Currently, 0.282 Pa is used for po, which corresponds to
the SPL of 80-dB, for all frequencies. Choice of po will have
to be further studied. Metrics 9–13, respectively, are obtained
by calculating with �=2, 3, 4, 5, and 10.

Metric 14: Normalized weighted exposure time T̄w���.
This definition is obtained by applying the 3-dB exchange
rule to each time interval to each 1/3 octave time history for
each unit time interval of size 
t, the sampling interval.

If p�� , t� is the same as the threshold value p0, the
weighted time interval 
tw,i���=
t.

If p�� , t� is higher than the threshold value by 3-dB, the
weighted time interval 
tw,i���=2
t; by 6-dB, 
tw,i���
=4
t; and so on.

If p�� , t� in the interval is lower than the threshold value
by 3-dB, the weighted time interval 
tw,i���=
t /2; by 6-dB,

tw,i���=
t /4; and so on.

Finally, T̄w���=�i=1
N 
tw,i��� /T, where T is the length of

the time series and N is the number of time intervals.

IV. ANALYSIS OF PERMANENT THRESHOLD SHIFTS
WITH THE PROPOSED NOISE METRICS

Four NIHL indicators, PTS, CTS, OHC, and IHC losses,
were measured for each animal. In this study, PTS is selected
as the NIHL parameter to study the correlation with the noise
metrics because it is a direct indication of the hearing loss.

Six of the 14 metrics are plotted with the PTS data ob-
tained from G263 group �see Table I� in Fig. 4 as an ex-
ample. It is seen visually that Lmax���, Ld���, and Lem2���
give good correlations with PTS for this particular group.

Figure 5 shows box plots of the PTS data measured at 6
frequencies from 18 chinchilla groups. Boxes represent inter-
quartile ranges, horizontal lines represent the median, whis-
kers represent the largest and smallest values, and “+” sym-
bols represent outliers defined as the points outside of 1.5
box lengths from the end of the boxes. The measured PTS
data had very large statistical variations. In some cases, the
animals in the same group showed more than 30-dB differ-
ence in the measured PTS value. It is known that typical
individual variability in animals can be very high for un-
known reasons �Cody and Robertson, 1983�. Because of the
high statistical variations, median values are used instead of
mean values in the ensuing correlation study.

V. CORRELATION STUDY OF METRICS

The correlation between two sets of data �x� and �y� is
defined as follows:
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FIG. 4. Comparison of the median value of the measured PTS of the animals in group G263 and metric values calculated for the noise at six frequency points.
Comparisons are shown for Leq, kurtosis, and Lmax �top, from left to right�, and Ld �K�2�, Lem2, and Tw �bottom, from left to right�. Solid line indicates
measured PTS and dashed line indicates metric values.
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�xy =
E��x − mx��y − my��

�x�y
, �11�

where �x
2=E�x2�− �E�x��2 and �y

2=E�y2�− �E�y��2 are vari-
ances of �x� and �y�, E stands for expectation, mx is the mean
value of x, and my is the mean value of y. ��xy�=1 indicates a
perfect correlation and �xy =0 indicates no correlation.

Initially, correlation study was conducted using the ex-
posure data obtained by exposing chinchillas to 18 types of
noise shown in Table I. As it was mentioned, the median
value of the PTS of animals in each noise group was used for
the study. The metric values and the PTS data are obtained
for 18 noises �or animal groups� at 6 frequency points, there-
fore, in 18�6 matrices. Let matrix mi�g1 :g18, f1 : f6� be the
ith noise metric calculated for 18 noises at 6 frequencies and
matrix PTS�g1 :g18, f1 : f6� the PTS of 18 animal groups at 6
frequencies. Three correlations between the metric and mea-
sured PTS are defined in this study as follows.

Frequency correlation indicates how well the metric and
PTS are correlated as functions of frequency. For example, in
Fig. 4, which compares PTS and six metrics as functions of
frequency, Leq and Lem2 have good frequency correlations.
Frequency correlations are calculated for each of the 14 met-
rics for 18 metrics from 6 pairs of the metric-PTS data.
Therefore, 14�8 frequency correlations are obtained, which
are shown in Fig. 6 in a graphical form.

Noise correlation indicates how well the metric and PTS
of animal groups are correlated for the 18 noises at each

frequency. 6 noise correlations for each of the 14 metrics,
therefore, 6�14 noise correlations are calculated. For ex-
ample, the noise correlation of Lem2 �ninth metric� at 1 kHz
�second frequency� is calculated from 18 pairs of data
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FIG. 6. Frequency correlation of noise metrics and measured PTS as func-
tions of frequency. The size of a dot represents the correlation values as the
scale shows. For example, the dot corresponding to noise index 5 �G252�
and metric index 9 �Lem2� represents the frequency correlation of Lem2 in
animal group G252. The two metrics that showed the highest average of the
frequency correlations are metric 1 �Leq� and metric 9 �Lem2�. x indicates a
negative correlation.
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�m9�g1 :g18, f2�; PTS�g1 :g18, f2�� by using Eq. �11�.
Overall correlation indicates the overall performance of

the given metric. The overall correlation is calculated from
the combined data set of the above two cases. The correla-
tion is calculated from Eq. �11� using all 108�18�6� pairs of
data �m9�g1 :g18, f1 : f6�; PTS�g1 :g18, f1 : f6��. A single corre-
lation value is obtained for each metric.

Table II shows noise correlations and overall correla-
tions calculated from the initial exposure data obtained from
18 animal groups shown in Table I.

A. Frequency correlations

Considering the tonotopic response of the basilar mem-
brane, good correlations between the frequency dependen-
cies of the NIHL and the noise metric can be expected. Fig-
ure 6 shows frequency correlations of the 14 metrics
calculated for 18 noises in a dot map, in which the size of a
dot represents the correlation values. A larger dot represents
a better correlation and “x” represents a negative correlation.
Noise index in the horizontal axis indicates the noise to
which the animals were exposed �see Table I�, and metric
index in the y-axis indicates the aforementioned 14 noise
metrics. For example, the dot corresponding to noise index 3
and metric index 9 represents the correlation of noise metric
9 �Lem�� ,�=2� with noise 3 �G250��. An ideal metric would
be highly correlated with all 18 noises. For some unknown
reason, no metric gave good correlations for noises 8, 9, and
14 �G255, G259, and G265�. Examination of the measured
NIHL data did not reveal any abnormality for these groups;
however, the examination was of limited nature because the
data are from a past study.

The two metrics that show the highest frequency corre-
lation values are metric 1 �Leq���� and metric 9 �Lem�� ,�
=2��. All five modified equivalent SPLs �Lem��� with �
=2,3 ,4 ,5 ,10� exhibited correlation coefficients close to the
top two metrics. The frequency correlation can have a large
statistical error because it is calculated from only six data
points. Also, it does not represent how well the metric rep-
resents risks of different noises. Therefore the frequency
metric is not used as the indicator of the quality of the met-
ric.

B. Noise correlations and overall correlations

The noise correlation and overall correlation defined
previously indicate the ability of the noise metric to represent
NIHL risks of different types of noise. Therefore the noise
correlation is used to compare the metrics. Table II shows
noise correlations and overall correlations calculated for the
14 metrics using the initial exposure data given in Table I.
Metric 9 �Lem��� ,�=2� and metric 11 �Lem��� ,�=4� give
the best overall correlation value. It is seen that all metrics
show very poor noise correlations at 0.5 and 2 kHz, implying
none of the metrics is able to assess the risk of noises at these
frequencies. This led to a further investigation of the data.

When the values of 14 metrics calculated at 6 frequen-
cies from the 18 noises were compared, it was found that the
range of the metric values at 0.5 and 2 kHz was significantly
smaller than those at other frequencies. This may have made
the data ill-conditioned in calculation of the noise correla-
tion, inducing large errors in estimated correlation values.
Taking an extreme example, if all chinchillas were exposed
to the noises that have exactly the same metric value, the
PTS—metric scatter plot that uses metric as the abscissa �see
Fig. 7 for an example�—will form a horizontal line, thus a
zero-valued correlation will be resulted.

Based on the above hypothesis, the chinchilla exposure
data obtained using lower level noises were added to expand
the range of the data. Table III shows the information of the
additional test noises. The additional data were obtained
from 61 chinchillas divided into 5 groups exposed to various
types of noise of 90- and 95-dBA. Using the expanded data
obtained from a total of 275 chinchillas exposed to 23 dif-
ferent noises is expected to improve accuracy of estimated
correlations. Figure 7�a� shows PTS-Lem2 scatter plots of
Lem2 obtained from the initial data �108 points:18 groups, 6
frequency points� and in Fig. 7�b� from the expanded data set
�138 points: 23 groups, 6 frequency points�. The overall cor-
relation coefficients were calculated to be 0.355 �Fig. 7�a��
and 0.498 �Fig. 7�b��.

The noise and overall correlations calculated from this
expanded data are shown in Table IV. The correlations are
generally higher, especially at 0.5 and 2 kHz, compared to
those reported in Table II. It is seen that the traditional metric
Leq shows quite good noise correlations. All Lem metrics
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FIG. 7. PTS-Lem2 scatter plots showing the overall correlation of Lem2: �a� plot of the initial data �108 points:18 groups, 6 frequency points� and �b� plot of
the expanded data set �138 points: 23 groups, 6 frequency points�.
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show good noise correlations at all frequencies, and a good
overall correlation. Correlations of Lem metrics are expected
to be further improved by choosing more proper values of
the threshold level po �see Eq. �9��, for which an arbitrary
value of 80-dB was taken in this study. Among the five Lem

variations �metrics 9–13�, Lem2 has an important advantage.
Lem2 can be interpreted the same way as the traditional met-
ric Leq for high level noises because of the way it is defined.
For example, Lem2 will change by 3-dB when Leq of the noise
changes by 3-dB if the noise has higher SPL than the thresh-
old level. Therefore, Lem2 is identified as the most promising
metric to be used to develop an advanced noise risk assess-
ment procedure.

VI. DISCUSSION AND CONCLUSION

Fourteen noise metrics derived from six basic designs
were studied to identify the most promising noise metric that
can be used for more accurate assessment of risks of com-
plex noises. The metrics were designed so that T-F charac-
teristics of the noise are reflected in uniquely different ways.
T-F characteristics of the noises are obtained as a set of time
histories of 1/3 octave SPL of the noise at 6 frequency points
by applying the analytic wavelet transform. Initially, the 14
noise metrics were evaluated by their correlations with exist-
ing animal noise exposure study data obtained by exposing

18 groups of chinchillas to, respectively, different types of
noise of 100-dBA overall SPL. The correlation study was
conducted by statistically comparing the metric values calcu-
lated from the noise and the PTS measured in the chinchillas
exposed to the noise.

Three types of correlations of the noise metrics were
used, which were the frequency correlation �correlation as
functions of frequencies�, the noise correlation �correlation
across noise groups�, and the overall correlation. All versions
of modified equivalent SPL, Lem�� ,��, showed good fre-
quency correlations, which have similar definitions to Leq���
but counting the noise only its instantaneous level is higher
than a threshold value.

In the correlation study with the initial data set, it was
found that all noise metrics showed very poor noise correla-
tions at 0.5 and 2 kHz. Examining the metric values calcu-
lated from the initial data set composed of 18 noises; it was
seen that metric values at these two frequencies were in rela-
tively small ranges, which may have made calculation of the
noise correlations ill-conditioned. The data set was expanded
by adding the exposure data obtained with lower level noises
to increase the metric data range. The exposure data from 5
groups of 61 chinchillas exposed to noises of 90- and 95-
dBA were added to the initial data. Noise correlations calcu-
lated from these expanded data showed significantly higher

TABLE III. Description of the noises that were used as the additional data for the correlation study in this paper.
The data are from a new, unpublished chinchilla noise exposure study conducted by Hamernik and Qiu �2001�.

Noise
index Noise ID

SPL
�db�A�� Band type

Band width
�Hz�

Time
kurtosis

Peak SPL
�dB�

Probability
of impulse
in 750 ms

No. of
animals in the

group

19 G-247 90 Gaussian N/A 3 N/A N/A 12
20 G-248 90 Three bands 400 32 104–118 0.6 11
21 G-256 90 Very broadband 100–10000 35 105–120 0.6 11
22 G-257 95 Gaussian N/A 3 N/A N/A 15
23 G-258 95 Three bands 400 41 109–124 0.6 12

TABLE IV. Noise correlations of 14 metrics calculated by using the expanded exposure data. The expanded
data were obtained by adding the data from three animal groups exposed to 90-dBA noises and two animal
groups exposed to 90-dBA noises. Correlations have become higher in general, especially at 0.5 and 4 kHz.

Metric index

Frequency
�kHz�

0.5 1 2 4 8 16 Overall

1 0.207 0.658 0.430 0.632 0.449 0.327 0.453
2 0.236 0.141 0.274 0.0169 �0.066 �0.084 0.046
3 0.182 0.615 0.311 0.384 0.146 �0.157 0.052
4 0.191 0.569 0.337 0.360 0.081 �0.226 �0.032
5 0.183 0.658 0.344 0.327 0.024 �0.253 �0.068
6 0.172 0.647 0.346 0.300 �0.025 �0.268 �0.087
7 0.163 0.637 0.347 0.280 �0.063 �0.277 �0.099
8 0.139 0.604 0.345 0.231 �0.167 �0.295 �0.124
9 0.287 0.674 0.491 0.662 0.511 0.457 0.498

10 0.300 0.692 0.499 0.656 0.614 0.532 0.502
11 0.328 0.697 0.502 0.645 0.669 0.574 0.499
12 0.356 0.700 0.504 0.636 0.698 0.608 0.498
13 0.427 0.697 0.509 0.623 0.696 0.717 0.505
14 0.0212 0.649 �0.055 0.470 0.378 0.220 0.241
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values, especially at 0.5 and 2 kHz. All variations of Lem had
good overall and noise correlations; therefore may serve as
good noise metrics. Among these metrics, Lem2 is considered
the most promising noise metric because it will be easier to
use as its definition is compatible with the definition of Leq.

Practicality of the approach may be questioned in rela-
tion to developing noise guidelines. For example, adoption
of the new noise metric requires additional processing, that
is, digital recording of the noise and its computer analysis.
The problem is believed to be a minor issue considering that
the modern computing becomes ever more powerful and af-
fordable. The applicability of the noise metric developed for
chinchillas to human noise guidelines is a more complex
issue; although, chinchillas and human have very similar au-
diometric characteristics. For example, the chinchilla ear
may have different susceptibilities than the threshold sensi-
tivity suggests. This issue will have to be further addressed.
Development of a strategy to utilize the new noise metric to
develop noise guidelines is being studied by the authors. The
authors are also developing a method to reflect response
characteristics of the ear in the design of noise metric. Spe-
cifically, the simulated response of the stapes or basilar mem-
brane is being used to calculate noise metrics. In addition to
improve performance of the noise metric, the approach may
provide some insights into the process of hearing loss.
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In recent years, the use of sensitivity kernels for tomographic purposes has been frequently
discussed in the literature. Sensitivity kernels of different observables �e.g., amplitude, travel-time,
and polarization for seismic waves� have been proposed, and relationships between adjoint
formulation, time-reversal theory, and sensitivity kernels have been developed. In the present study,
travel-time sensitivity kernels �TSKs� are derived for two source-receiver arrays in an acoustic
waveguide. More precisely, the TSKs are combined with a double time-delay beam-forming
algorithm performed on two source-receiver arrays to isolate and identify each eigenray of the
multipath propagation between a source-receiver pair in the acoustic waveguide. A relationship is
then obtained between TSKs and diffraction theory. It appears that the spatial shapes of TSKs are
equivalent to the gradients of the combined direction patterns of the source and receiver arrays. In
the finite-frequency regimes, the combination of TSKs and double beam-forming both simplifies the
calculation of TSK and increases the domain of validity for ray theory in shallow-water ocean
acoustic tomography. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3158922�

PACS number�s�: 43.60.Fg, 43.60.Rw �WLS� Pages: 713–720

I. INTRODUCTION

The resolution limit of travel-time tomography has been
studied from various aspects.1–3 This investigation essen-
tially relies on the specific, maybe paradoxical, nature of
travel-times, as extracted from time-series recordings. Once
picked, travel-times lose the frequency information of the
time series. For example, in seismology, choosing times from
high-frequency impulsive seismograms or from broad-band
low-frequency seismograms will certainly have an impact on
the tomographic resolution. However, the frequency infor-
mation is not used in the travel-time tomography machinery
based on ray theory �for example, see Ref. 4�. Ad hoc pro-
cedures for introducing frequency information have been
designed5 with the so-called fat-ray concept, based on recon-
struction assumptions. The more physical concept of the
wave path, as related to the wave propagation properties, was
introduced by Woodward,6 which is closely related to
Fresnel tomography in optics.7 In recent years, this finite-
frequency influence has been systematically investigated for
the different observables �i.e., time, polarization, amplitude,
and anisotropy� in different studies, suggesting that higher
resolution images can be obtained from this improved de-
scription of wave propagation physics �see Ref. 8 for a gen-
eral review�.

Based on single-scattering effects, sensitivity kernels
have been introduced and different computational techniques
have been devised from ray theory as paraxial theory9 or
exact ray theory10 to numerical tools.11 Different studies12

have questioned the differential techniques used for the con-
struction of these sensitivity kernels, with the emphasis on
the so-called banana-doughnut paradox: for travel-times, the
sensitivity kernel is zero on the ray connecting the source
and the receiver. Other studies13 have shown that the travel-
time tomographic problem with the specific density of sta-
tions and sources encountered in seismology prevents an im-
provement of resolution. Overcoming these limitations of
data quality requires a denser deployment of sources and
receivers, which can be expensive.

Similar to seismic studies, consideration of arrays of
sources and receivers is a classical approach in underwater
acoustics.14 Wave-propagation problems can lead to similar
features as in geophysics, and we would like to investigate
the effects of the finite size of the source and/or receiver
arrays in underwater tomographic reconstructions. The con-
cept of sensitivity kernels has been applied recently to this
field,15 and quite exciting theoretical and experimental inves-
tigations have led to fruitful achievements with links to time-
reversal theory,16,17 adjoint methods,11 and acoustic and seis-
mic imagings18 or medical imaging.19–21

In the present study, the relationships between travel-
time sensitivity kernel �TSK� reconstruction and diffraction
theory in the context of shallow underwater acoustics is de-
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fined when the transfer function of the waveguide is recorded
between source and receiver arrays. We show that the spatial
shapes of TSKs are equivalent to the gradient of the com-
bined diffraction pattern of the arrays. This relationship is
exact when working with a point-to-point approach �using
only one source and one receiver�, and it becomes more
complex and approximate when TSKs are calculated be-
tween two source and receiver arrays.

In a shallow-water environment, array processing using
source and/or receiver arrays is necessary to improve the
separation of the different ray paths. One standard array pro-
cessing method is time-delay beam-forming on the receiver
array, to separate the ray paths according to their receiver
angles.22 Recently, Roux et al.23 proposed a more sophisti-
cated time-delay double beam-forming �DBF� algorithm,
based on spatial reciprocity, which takes advantage of both
receiver and source arrays. The DBF algorithm can be ap-
plied when the entire transfer matrix is measured between
each pair of source-receiver transducers. DBF consists of
transforming the three-dimensional �3D� data space from
source depth, receiver depth, and time into a new 3D space
that is related to ray propagation, described by the beam-
formed variables: source angle, receiver angle and time. As a
consequence, every eigenray of the multipath propagation
for a source-receiver pair is identified and isolated through
DBF according to the receiver and source angles.

In their very recent study, Roux et al.23 went one step
further. Every eigenray isolated through DBF processing be-
came free from any interference effects due to multipath
propagation. Furthermore, DBF processing provides array
gain and robustness, since every DBF eigenray arises from
the summation of a large number of time-delayed source-to-
receiver signals. Thus, both the amplitude and phase of the
DBF eigenray can be followed as a function of dynamic
ocean fluctuations, when, for example, internal waves locally
perturb the sound-speed profile �see Fig. 7 of Ref. 23�.

The stability and robustness of DBF processing can lead
to important consequences for future studies relating to
ocean acoustic tomography. To date, travel-time tomography
has mainly been performed from echo arrival peaking
through point-to-point measurements. Indeed, only the enve-
lope of the demodulated signal was a robust observable, re-
garding signal-to-noise ratio issues and rapidly changing
ocean fluctuations �e.g., gravity waves at the ocean surface�.
The use of source-receiver arrays now allows the travel-time
fluctuations to be measured as phase changes in the DBF
signal, providing travel-time measurements with greater ac-
curacy. Indeed, travel-time change measured through the
phase has an accuracy driven by the carrier frequency Fc of
the signal, while travel-time changes measured through the
envelope of the demodulated signal depend on the frequency
bandwidth �f �Fc.

Note, however, that the travel-time change measured
through the phase of an eigenray is not a measurement of
phase velocity, as classically defined as the phase speed
along the waveguide axis. For rays, the phase velocity along
the waveguide axis is c�z0� /cos��0�, where c�z0� is the depth-
dependent sound-speed profile at the source/receiver depth
z0, and �0 is the launch/receiver eigenray angle. In water, the

bulk modulus shows nearly no frequency dependence, which
means that wave dispersion in the ocean comes only from
reverberation on interfaces and/or refraction due to sound-
speed gradients. As a consequence, and with water being
nondispersive, the group and phase velocities are the same
along the ray path of an eigenray. The measurement of
travel-time that changes through the phase of the DBF eigen-
ray is then just a more accurate observable for the measuring
of changes in the group velocity.

In the context of DBF, the sensitivity kernel is no longer
point-to-point but relies on all source-receiver time series.
The kernels are computed based on the concept that the pro-
cessed signal is a linear combination of the time-delayed
signals between all sources and receivers. Throughout this
study, we concentrate on the physics that connects TSKs and
Fresnel diffraction in the context of source-receiver arrays
and a multipath environment in which DBF is performed to
identify and isolate every eigenray. We show that TSKs as-
sociated with DBF result in increased spatial diversity of the
sensitivity kernels which improves the range of validity of
the ray theory for shallow-water acoustic tomography in the
low-frequency regime.

This report is divided into four sections. Following this
introduction �Sec. I�, in Sec. II, the relationship between the
TSK and the acoustic diffraction pattern is obtained for the
point-to-point case. In Sec. III, the discussion is extended to
source-receiver arrays through the DBF algorithm, which
provides identification of every eigenray in the waveguide.
The discussion continues in Sec. IV relating to the use of
DBF in the context of shallow-water ocean acoustic tomog-
raphy.

II. TSKs VERSUS DIFFRACTION

In this section, we investigate the links between TSKs
and acoustic diffraction patterns for point-to-point, source-
receiver configurations. Starting from the review of Skarsou-
lis et al.,15 who first introduced TSKs into ocean acoustic
tomography, we show here that in the far-field approxima-
tion, the TSK is the gradient of the diffraction pattern, cor-
rected by a spatial factor.

The TSK is a measure of the travel-time perturbation of
an acoustic path versus any spatial perturbation of the range-
dependent and depth-dependent sound-speed profile. The
pressure-field in the waveguide is expressed as the convolu-
tion of the source distribution over the source volume and
the Green’s function G�r ,rs ,��. Under the first Born ap-
proximation, the Green’s function perturbation �G has a lin-
ear relationship with the perturbation of the sound-speed dis-
tribution, �c, according to

�G�rr,rs,�� = − 2�2� � � G�r,rs,��G�rr,r,��
�c�r�
c3�r�

dV�r� .

�1�

The temporal expression of the pressure-field p�t� is written
as the inverse Fourier transform of the frequency-domain
pressure-field through
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p�t� =
1

2�
� G�rr,rs,��Ps���ej�td� , �2�

where Ps��� is the source spectrum. Then, a variation in the
pressure-field �p has a linear relation with the Green’s func-
tion perturbation:

�p�t� =
1

2�
� �G�rr,rs,��Ps���ej�td� . �3�

Equations �3� and �1� provide linear relationship between the
pressure-field perturbation and the sound-speed perturbation.

For estimation of the TSK, the perturbation of the travel-
time related to the perturbation of the pressure-field needs to
be considered. For acoustic propagation, Skarsoulis et al.15

proposed that the travel-time is defined as the peak of the
envelope of the demodulated or analytical signal. In the case
of strong signal-to-noise ratios, as discussed above, the
travel-time change is performed directly as the phase change
of the pressure-field. In theory, this phase change can be
measured at any time of the pressure-field. We chose to mea-
sure the travel-time change at the cycle peak of maximal
amplitude �i. In this case, the relationship between the travel-
time perturbation and the signal perturbation simplifies to

��i = −
�ṗi

p̈i

, �4�

where p̈i is the second-order derivative of the pressure-field p
at time �i, and �ṗi is the first-order derivative of the pressure-
field perturbation �p evaluated at time �i �Eq. �3��. Note that
as compared to Skarsoulis et al.,15 where they dealt with
analytic complex signals, here the p and �p defined in Eqs.
�2� and �3� are real quantities.

Combining Eqs. �1�–�4�, the travel-time perturbation ��i

is related to a perturbation of a sound-speed distribution �c
through the integral:

��i =� � � �c�r�Ki�r,rs,rr�dV�r� , �5�

where the expression Ki is the TSK. In Ref. 15, a general
formulation of Ki is given for the case of analytic signals.
Again, as we only deal with real signals, the TSK Ki simpli-
fies to

Ki�r,rs,rr� =
1

2�
� j�

p̈i

Q�r,rs,rr,��ej��id� , �6�

where Q is given according to15

Q�r,rs,rr,�� = G�r,rs,��G�rr,r,��
2�2Ps���

c3�r�
. �7�

In Fig. 1, the TSK results are illustrated for two different
geometries. The first was obtained through numerical simu-
lation. For a given ray path in the waveguide, the TSK is
built by computing Green’s functions using a parabolic equa-
tion code24 �Fig. 1�a��. The second geometry was obtained
through analytical Green’s functions in a free-space medium
where the receiver is the image of the actual receiver in the
waveguide with respect to the waveguide boundary condi-
tions �pressure release at the air-water interface and rigid

bottom, Fig. 1�b��. Consequently, the travel path in the free-
space medium is the unfolded version of the actual travel
path in the waveguide. The source signal has a 2.5 kHz cen-
tral frequency and 4 kHz bandwidth. Interestingly, even if
the acoustic fields are different in the two configurations, the
two methods give similar TSK patterns away from the wave-
guide boundaries, where different echoes interfere �Fig.
1�c��.

The Green’s function we consider in this waveguide is
the sum of different eigenray contributions that can be sepa-
rated through the DBF analysis. Each ray can have a com-
plex trajectory �curved and/or broken lines�, which can in-
clude rebounds on the waveguide boundaries. As we have
been able to separate each ray from other neighboring rays,
we can compute the travel-time and amplitude considering
reflections at boundaries and/or any variations in speed. For
simplicity, we will only consider here a uniform sound-speed
and straight rays in the waveguide, although our study can
also be extended to refracted rays. As stated above, the group
and phase velocities along each eigenray are identical in this
shallow-water regime, which means that the free-space ap-
proach will provide similar results away from the waveguide
interfaces. Therefore, we proceeded with the free-space TSK
for our analysis, and we can illustrate the results with the
waveguide TSKs in some specific cases. Obviously, the com-
putational costs in a free-space medium, where a simple ana-
lytic expression for the pressure-field is available, are much
lower than in a waveguide where geometric dispersion has to
be taken into account through modes or rays.

The standard well-known shape of the TSK is seen in
Fig. 1, for the case of a uniform sound speed c. We observe
zero-sensitivity on the ray path that refers to the so-called
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FIG. 1. �a� TSK �s2 m−4� in a waveguide for a ray path selected between two
source-receiver arrays. �b� TSK for the equivalent ray path in free space
�note scale change on vertical axis with respect to �a��. �c� Cross-section of
the TSK perpendicular to the ray path along the lines in �a� and �b� at the
middle of the source-receiver range. Solid-line corresponds to �a�, and
circles correspond to �b�.
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banana-doughnut shape of the TSK. A negative sensitivity
zone is then seen, which is known as the first Fresnel zone.
Higher-order Fresnel zones follow when moving away from
the ray path.

On the other hand, the diffraction pattern between the
source and the receiver has a maximum on the ray path. Its
spatial derivative along a direction perpendicular to the ray is
therefore zero on the ray. One may wish to investigate the
link between this derivative and the TSK. Following the
Huygens–Fresnel principle and invoking reciprocity, the
acoustic diffraction pattern between a source and a receiver
observed from any point of the medium r is computed as a
product of both the Green’s functions at the receiver rr and
the source rs:

D�r,rs,rr,�� = G�r,rs,��G�r,rr,�� . �8�

Considering the Green’s function in a homogeneous free-
space medium:

G�r,r0,�� =
1

4�d�r,r0�
e−j�d�r,r0�/c, �9�

it follows that

D�r,rs,rr,�� = R�r,rs,rr�e−j���r,rs,rr�,

with

R�r,rs,rr� =
1

�4��2d�r,rs�d�r,rr�
,

and

��r,rs,rr� =
d�r,rs� + d�r,rr�

c
. �10�

Any change in r along the ray does not produce any phase
change in the diffraction pattern D �since � remains con-
stant�, and only produces small and smooth amplitude varia-
tions in the far field. On the contrary, a change in r along a
perpendicular direction to the ray path will affect the phase,
as investigated by Romanowicz and Snieder25 and Snieder
and Romanowicz26 when considering seismic velocity per-
turbations. The gradient of the diffraction D on the perpen-
dicular direction to the ray path is given by

�yD = �D · uy = ��R − j�R � ��e−j�� · uy , �11�

where the uy vector is the unitary vector along the
y-direction shown in Fig. 2. At large distance from the source
and receiver, �R can be ignored ��R��R��� and Eq. �11�
reduces to

�yD = − j�Re−j�� � � · uy . �12�

Inside Eq. �12�, there are �1� the propagation terms R and �,
which are related to both of the source/diffractor and
receiver/diffractor propagations that determine the phase and
amplitude of D; �2� the oblique gradient as the �� ·uy term,
related to the local perturbations we are interested in. Con-
sidering the free-space Green’s function G, we can rewrite
Eq. �12� as

�yD = − j�G�r,rs,��G�r,rr,����� · uy� , �13�

Comparing Eqs. �7� and �13�, we can see that the source-
receiver diffraction pattern is proportional to the temporal
derivative of Q multiplied by a spatial factor, �y�, which is
analyzed below. Taking the reference point on the center of
the ray-path trajectory, � is written in polar coordinates �r ,��
as �see Fig. 2�

��r,rs,rr�

=
�r2 + d2 − 2rd cos�� − �� + �r2 + d2 − 2rd cos���

c
.

�14�

Taking into account that cos��−��=−cos��� and sin��
−��=sin���, the gradient of � in polar coordinates becomes

���r,rs,rr�

=�
r + d cos �

c�r2 + d2 + 2rd cos���
+

r − d cos �

c�r2 + d2 − 2rd cos���
− d sin �

c�r2 + d2 + 2rd cos���
+

d sin �

c�r2 + d2 − 2rd cos���
� .

�15�

Calculating the directional gradient in the y-direction, we
obtain

�y� = �� · uy� =
r sin �

c�r2 + d2 + 2rd cos���

+
r sin �

c�r2 + d2 − 2rd cos���
=

sin �SP + sin �RP

c
, �16�

where �SP and �RP are the source and receiver angles shown
in Fig. 2. Finally, substituting Eq. �16� into Eq. �13� for the
directional gradient of the diffraction pattern, and computing
the inverse Fourier transform, we obtain the complete ex-
pression of the gradient of the diffraction pattern in the time
domain as

�yD�r,rs,rr� = −
1

2�
� j�R�r,rs,rr�e−j���r,rs,rr�

�
sin �SP + sin �RP

c
Ps���ej��id� , �17�

which turns out to be

FIG. 2. Schematic of the source �s� and receiver �r� configuration in free
space with polar coordinates �r ,�� and the definition of the angles �RP and
�SP.
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�yD�r,rs,rr� = −
1

2�

sin �SP + sin �RP

c

�� j�G�r,rs,��G�r,rr,��Ps���ej��id� .

�18�

Similarly, combining Eqs. �6� and �7�, we can write the TSK
as

Ki�r,rs,rr� =
1

2�
� j�G�r,rs,��G�rr,r,��

2�2Ps���
p̈ic

3�r�
ej��id� .

�19�

Equations �18� and �19� are similar but present two major
differences. The first of these concerns the geometrical influ-
ence of the source/receiver position. Figure 3 shows the TSK
�solid-line�, the gradient of the diffraction pattern �dashed
line�, and the spatially corrected gradient of the diffraction
pattern ��yD�c / �sin �SP+sin �RP��, circle line� for a 2.5 kHz
central frequency signal with 1.25 and 4 kHz bandwidths,
respectively. Figure 3 is obtained at a 750 m range position
for a 1.5 km source-receiver range and 7.6° ray path. We can
see in Fig. 3�a� that the use of the spatial correcting factor
�sin �SP+sin �RP� /c allows a perfect fit between the TSK and
the gradient of the diffraction pattern far from the waveguide
interfaces. Note that this correction factor resembles the
obliquity factor used in Fourier optics to account for diffrac-
tion effects from extended apertures.27

The second difference is more difficult to assess. The
frequency contents of Eqs. �18� and �19� appear to be differ-
ent, although Fig. 3�a� shows us that this is not the case. The
frequency-dependent term 2�2Ps��� / p̈ic

3�r�� corresponds to
the square of the acoustic wave number �� /c�2 counter-
balanced by the acceleration of the pressure-field. The accel-
eration of the pressure-field also justifies the missing minus
term, as acceleration has an opposite phase with respect to
pressure. As an illustration, Fig. 3�b� shows the same com-
parison performed over a larger bandwidth. We can see that
the fit between Eqs. �18� and �19� is no longer perfect, since
the �2 present in the TSK becomes significant when the
bandwidth is large compared to the central frequency. We
also note that the use of a wider bandwidth eliminates the

side lobes of the TSK, putting sensitivity in the first Fresnel
zone only. We will see below that the DBF processing leads
to the same interesting phenomenon.

The similarity between Eqs. �18� and �19� is quite gen-
eral and stays valid in more complicated waveguides with
range-dependent and depth-dependent sound-speed patterns,
as mentioned earlier. As long as we consider that the Green’s
function is a combination of well-identified separated eigen-
ray contributions, we can isolate travel-time and amplitude
for each eigenray connecting the source and the receiver �fol-
lowing Eqs. �9�–�13��, regardless of the path this ray has
taken.

In conclusion, the point-to-point TSK is nothing else but
the spatial derivative of the diffraction pattern that can be
expected from the single-scattering �Born� approximation.

III. TSK VERSUS DIFFRACTION WITH DBF

When using DBF processes to extract eigenrays between
two source-receiver arrays, the TSK reconstruction must take
into account the geometry of the source and receiver arrays.
More specifically, when using array processing, the mea-
sured travel-time does not correspond to the travel-time of a
single arrival at one receiver p�t� but corresponds to the
travel-time of a linear combination of the properly time-
delayed pressure-fields recorded between the source and re-
ceiver arrays. When performing the DBF analysis, the beam-
formed pressure-field is given by

pBF�t,�r,�s� = 	
r=1

Nr

	
s=1

Ns

aprs�t − Tr��r,zr� − Ts��s,zs�� , �20�

where prs�t� is the pressure-field between source s and re-
ceiver r, and ars is an amplitude shading window. �r and �s

are the observed receiver and launch angles, respectively,
and Tr and Ts are the delay corrections to the beam-form on
�r and �s. If the sound speed is uniform along the arrays, the
time-delay beam-forming is

T��,z� = �z − z0�
sin �

c
, �21�

where z−z0 is the distance between an array element at depth
z and the center of the array at depth z0.

The expression of an optimal delay correction for
source-receive arrays in a depth-dependent sound-speed pro-
file is given by the turning-point filter approach.22 Physically
speaking, the DBF consists of phasing a collection of signals
according to given launch and receive angles; these are then
averaged. After summation, the wave front associated with
the launch and receiver angles is preserved, since it is coher-
ently averaged, while the other field components are incoher-
ently averaged and disappear. In this part, we investigate the
spatial shape of the TSK when using DBF. As for the case of
point-to-point TSK, two linearized expressions are required
between �pBF and �c, and between ��BFi and �pBF, to define
the DBF-TSK.

As the DBF is a linear combination of pressure-fields
between different source/receivers, we have the following
expression:

−50 0 50
−1

−0.5

0

0.5

1

d (m)(a)
−50 0 50
−1

−0.5

0

0.5

1

d (m)(b)

FIG. 3. ��a� and �b�� Point-to-point TSK �solid-line� versus diffraction pat-
tern gradient �dashed� and spatially corrected diffraction pattern gradient
�circle line�. The three plots have been normalized according to their
maxima. The source-receiver range is 1.5 km. The TSK was calculated at
750 m for a 7.6° acoustic ray for a 2.5 kHz central frequency pulse, and �a�
1250 Hz and �b� 4000 Hz frequency bandwidths.
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�pBF�t,�r,�s� = 	
r=1

Nr

	
s=1

Ns

ars�prs�t − Tr��r,zr� − Ts��s,zs�� .

�22�

The linear relationship between �p and �c �see Eqs. �3� and
�1�� implies a linear relationship between �pBF and �c. Simi-
larly, the relation between ��BFi and �pBF is given by Eq. �4�,
replacing p by pBF.

Thus, using Eqs. �1�, �3�, �4�, and �22�, we define the
linear relationship between the change in travel-time ��BFi

and the local perturbations of the sound-speed profile:

��BFi =� � � �c�r�KBFi�r,rs,rr�dV�r� , �23�

where the TSK is now:

KBFi�r,rs,rr� =
1

2�
� j�

p̈BFi

QBF�r,rs0,rr0,��ej��id� , �24�

with QBF as a linear combination of the point-to-point Qrs

expressed as

QBF�r,rs0,rr0,�� = 	
r=1

Nr

	
s=1

Ns

arsQrs�r,rs,rr,��e−j��Tr��r�+Ts��s��.

�25�

When using DBF, the diffraction pattern between the two
arrays is given by

DBF�r,rs0,rr0,�� = 	
r=1

Nr

	
s=1

Ns

arsD�r,rs,rr,��e−j��Tr��r�+Ts��s��.

�26�

If we take for D the expression in Eq. �10�, and then compute
the directional gradient of DBF perpendicular to the ray path
in the far-field approximation, we obtain the expression

�yDBF = − j�	
r=1

Nr

	
s=1

Ns

arsG�r,rs,��G�r,rr,��

�e−j��Tr��r�+Ts��s������r,rs,rr� · uy�� . �27�

The spatial factor ���r ,rs ,rr� ·uy� cannot be pulled out of
the sum because of its specific dependence on each source
and each receiver. So we cannot deduce the TSK from the
spatial derivative of the diffraction pattern by a spatial cor-
rection factor, as we did previously in the point-to-point case.
However, we can approximate this correction factor by the
constant ���r ,rs0

,rr0
� ·uy� at the central positions r0 and s0 of

the source-receiver arrays. Actually, ���r ,rs0
,rr0

� ·uy� also
corresponds to the mean value of the directional gradients.
Finally, we have the approximate relationship

KBFi�r,rs0,rr0� 
 � �yDBF�r,rs0,rr0,��
sin �S0P + sin �R0P

cPs���e−j��id� .

�28�

Figure 4 shows a comparison between KBFi and the righthand
term in Eq. �28�. As expected, the comparison degrades
when the size of the source-receiver arrays is increasing.

However, we can see that the correction factor �sin �SP

+sin �RP� /c helps with a better approximation of the TSK
from �yDBF, even in the case of the 90	 length array. In
particular, we note that the directional gradient of the diffrac-
tion pattern has zero-sensitivity on the ray path, and that the
spatial correction factor removes this zero-sensitivity when
using arrays.

IV. ANALYSIS OF TSK USING DBF

The relationship between the TSK and the diffraction
pattern of the source-receiver arrays is interesting since it can
provide a simpler and faster way to calculate the TSK in
shallow-water waveguides. Indeed, calculating TSK after
DBF is a very time-consuming task, since it requires the
computing of an ensemble of TSKs between each source-
receiver pair, taken among the source-receiver arrays as re-
quired by Eqs. �24� and �25�. Equation �28� shows that the
TSK can be approximated from the product of the source and
receiver array diffraction patterns only. For example, in the
Fraunhofer approximation, the angle-dependent diffraction
pattern of an N-element linear array around angle �0 at an-
gular frequency � is given by

B��,�0,�� =
sin�Na��sin � − sin �0�/2c�
sin�a��sin � − sin �0�/2c�

, �29�

where a is the array pitch. In the far-field approximation, the
diffraction pattern DBF can be approximated by
Bs�� ,�s ,��Br�� ,�r ,��, where Bs and Br are the diffraction
patterns of the source and receiver arrays, respectively. Cal-
culating the TSK KBFi consists then in simply computing the
directional gradient of the DBF perpendicular to the ray path,
weighted by the appropriate spatial correction factor, as
shown in Eq. �28�.
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FIG. 4. �a� and �b� TSK versus the diffraction pattern gradient and spatially
corrected diffraction pattern gradient, using the DBF with different array
lengths. The three plots have been normalized according to their maxima.
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Furthermore, Eq. �28� provides some physical insight in
the shape evolution of the TSK with respect to the source-
receiver array size. Two effects are revealed in Fig. 4. First,
the side lobes become smaller when using extended anten-
nas. This is an effect similar to the use of a larger frequency
bandwidth �see the similarity between the solid-line in Fig.
3�b� and the solid-line in Fig. 4�b��. Indeed, when integrating
Eq. �29� over a frequency bandwidth 
f , it appears that an
increase in 
f or array size Na leads to a similar decrease in
secondary side lobes in the diffraction pattern. The same ef-
fect was seen by Raghukumar et al.28 when analyzing the
sensitivity kernel of a time-reversal mirror: they observed
that the decrease in the sensitivity of the time-reversal focus
to a sound-speed perturbation is due to the interference be-
tween more acoustic paths provided by the use of a larger
array. The second effect is that the sensitivity on the ray path
becomes nonzero and even becomes maximal with large ap-
erture arrays �Fig. 4, solid-line�. This result is non-intuitive,
since it contradicts the well-known banana-doughnut shape
classically observed with point-to-point TSK on the ray path.
Indeed, as shown in Fig. 5�a�, the point-to-point TSK re-
mains zero on the ray path even at the high-frequency, large
bandwidth limit. It is only the combination of TSK with DBF
from source-receiver arrays that provides a non-zero-
sensitivity of travel-times on the ray path. Indeed, the point-
to-point zero-sensitivity on the ray path is a consequence of
the stationary phase theorem that is associated to the Fermat
principle that is no longer valid when the beam-forming pro-
cess is performed on the source-receiver arrays.

In ocean acoustic tomography, such behavior for TSK is
expected, assuming that the 3D TSK should be spatially av-
eraged on two-dimensional �2D� sound-speed fluctuations in

the ocean. In this case, TSK sensitivity on the ray path is
obtained assuming a 2D TSK calculation for the sound-speed
perturbation in the ocean. In our case, the maximal travel-
time sensitivity on the ray path is due to the use of arrays on
both sides of the waveguide and does not depend of assump-
tions on the shape of the ocean spatial fluctuations.

Of note, the high sensitivity seen after the DBF on the
ray path is interesting from the point of view of ocean acous-
tic tomography. Indeed, in the limit of high-frequency, large
bandwidth, and large arrays, the TSK in an acoustic wave-
guide shows a uniform kernel, with a sensitivity that is
nearly limited to the ray path �Fig. 5�b��. This further vali-
dates the use of ray theory and source-receiver arrays for
shallow-water ocean acoustic tomography.

This last aspect of DBF and TSK leads to two interpre-
tations. It could be said that if only a few rays are available
in the waveguide, we may have more difficulties in locating
anomalies, as the ambiguity of the perturbation position will
now be on a broader zone. On the other hand, the uniform
pattern of TSK after DBF in the Fresnel zone appears to have
an advantage with respect to robustness. Indeed, sound-speed
mismatch is always an issue with real data and will have a
significant effect on the Fresnel zone oscillations seen on the
point-to-point TSK shown in Fig. 5�c�, while being negli-
gible on the smoothly varying TSK measured after DBF
�Fig. 5�d��.

V. CONCLUSIONS

In the present study, we have analyzed geometrically the
mapping between TSKs and diffraction patterns. More pre-
cisely, we have shown that the point-to-point TSK is equiva-
lent to the gradient of the diffraction pattern corrected by a
spatial factor. When the pressure-field is double beam-
formed on source-receiver arrays, we obtain an approximate
relationship between the TSK and the diffraction pattern be-
tween the two arrays. Finally, the DBF process significantly
modifies the spatial structure of TSK, in such a way that
ocean acoustic tomography could improve the robustness of
its performance when considering ray theory approximation.
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Patch near field acoustic holography �PNAH� based on sound pressure measurements makes it
possible to reconstruct the source field near a source by measuring the sound pressure at positions
on a surface that is comparable in size to the source region of concern. Particle velocity is an
alternative input quantity for NAH, and the advantage of using the normal component of the particle
velocity rather than the sound pressure as the input of conventional spatial Fourier transform based
NAH and as the input of the statistically optimized variant of NAH has recently been demonstrated.
This paper examines the use of particle velocity as the input of PNAH. Because the particle velocity
decays faster toward the edges of the measurement aperture than the pressure does and because the
wave number ratio that enters into the inverse propagator from pressure to velocity amplifies high
spatial frequencies, PNAH based on particle velocity measurements can give better results than the
pressure-based PNAH with a reduced number of iterations. A simulation study, as well as an
experiment carried out with a pressure-velocity sound intensity probe, demonstrates these
findings. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3158819�
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I. INTRODUCTION

Near field acoustic holography �NAH� is a useful tech-
nique for visualizing sound fields near complicated sources
of sound. In addition to the classical NAH technique based
on spatial discrete Fourier transforms,1–3 many alternative
methods have been developed in the past years, e.g., the
inverse boundary element method,4–6 the statistically opti-
mized method,7,8 the Helmholtz equation least-squares
method,9,10 and the equivalent source method.11–13 Among all
these techniques NAH based on spatial Fourier transforms is
the easiest to implement and also the most computationally
efficient because of the use of the fast Fourier transform
algorithm. However, the spatial Fourier transform method
requires that the measurement aperture covers a large region
where the level drops to a sufficiently low value near the
edges in order to reduce truncation effects. Often it is not
possible to measure the sound field over such a large aper-
ture, and even when it is possible it is likely to be very
uneconomical. If the measurement aperture is not large
enough, the reconstruction results will be significantly af-
fected by the truncation effect; wrap-around errors and other
errors due to the discontinuity of the aperture edge will be
introduced.

In order to overcome this problem a technique called
patch NAH �PNAH� has been proposed. In PNAH the sound

field is only measured on a surface that is approximately as
large as the patch on the source surface where the reconstruc-
tion is required. The key problem of PNAH is a numerical
tangential extension of the measurement aperture. Saijyou
and Yoshikawa14 proposed a patch approach based on an
iterative procedure, Williams and co-workers15–17 extended it
by using singular value decomposition and improved its ac-
curacy by regularization, Sarkissian18,19 developed a PNAH
method using the superposition method, and Lee and
Bolton20 investigated PNAH in a cylindrical geometry. Yet
another PNAH technique has been proposed by Steiner and
Hald.7

All these techniques are based on measurement of the
sound pressure. However, since a particle velocity transducer
is available,21 PNAH based on measurement of the normal
component of the particle velocity is investigated in this pa-
per. The use of the particle velocity in spatial Fourier trans-
form based NAH has been examined by Jacobsen and Liu
and found to be advantageous.22 Statistically optimized NAH
based on measurement of particle velocity has also been in-
vestigated, and the results showed a similar advantage.23

Compared with PNAH based on measurement of the
sound pressure one might expect two advantages in using the
normal component of the particle velocity. The normal com-
ponent of the particle velocity generated by vibrations in a
local source area decays faster toward the edges of the mea-
surement aperture than the sound pressure does, and the par-
ticle velocity can therefore in general be expected to be
“more local” than the pressure; thus the extrapolation of the
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sound field in measurement aperture might be expected to be
more successful. Another potential advantage is associated
with inherent properties of the inverse pressure-to-velocity
propagator described in Ref. 22. The purpose of this paper is
to examine the matter.

II. PNAH BASED ON MEASUREMENT OF PARTICLE
VELOCITY

The derivation of the theory of PNAH based on mea-
surement of the particle velocity follows the derivation for
pressure-based PNAH in Ref. 15. Let the vector vh represent
the measured particle velocities at points rh in a patch H,
which is smaller than the sound source �see Fig. 1�. The
purpose is now to reconstruct the pressure and the normal
component of the velocity at points rs in a region S with the
same size as H as accurately as possible. If the reconstruction
is made directly using a spatial Fourier transform the result
will be contaminated seriously by errors caused by the finite
measurement aperture. These errors will be reduced if the
measured particle velocity can be extrapolated into the re-
gion H+. An iterative procedure for such a continuation of
the measurement is described in Ref. 15. First the measured
particle velocity is zero-padded,

vh
�0� = �vh �rh � H�

0 �rh � H+� ,
� �1�

where vh
0 is the initial value of the iteration. The relationship

between the filtered particle velocity ṽh and the correspond-
ing measured particle velocity for the ith iteration can be
written as

ṽh
�i� = F−1�F�

�i�F�vh
�i��� , �2�

where F and F−1 represent the discrete two-dimensional spa-
tial Fourier transform and its inverse, and the filter factor F�

�i�

for the ith iteration is

F�
�i� =

	G�kx,ky�	2

	G�kx,ky�	2 + ��i�
 ��i�

��i� + 	G�kx,ky�	2
�2 . �3�

In this equation G�kx ,ky�=e−jkzd is the propagator between
the velocity of the surface of the source and the particle

velocity in the hologram plane, d is the distance between the
hologram plane and reconstruction plane �with the ej�t sign
convention�, the wave number component in the z-direction
is given by

kz = � �k2 − kx
2 − ky

2 for kx
2 + ky

2 � k2

− j�kx
2 + ky

2 − k2 for kx
2 + ky

2 � k2,
� �4�

and ��i� is the regularization parameter of the ith iteration,
determined by the Morozov discrepancy principle24 using

�ṽh
�i� − vh

�i��H�ṽh
�i� − vh

�i��/M = ���i��2, �5�

where M is the total number of points in the region H+H+,
and ��i� is the standard deviation of the noise of the ith itera-
tion, which is estimated as described in Ref. 24. In each
iteration the regularization parameter can be determined by
varying ��i� until Eq. �5� is satisfied within a given tolerance.
Here an alternative, fast method is used to determine ��i� by
searching for the minimum between the left part and the
right part of Eq. �5� �using the function “fminbnd” of MAT-

LAB�.
The iteration runs as follows. Equations �1� and �2� give

the filtered initial particle velocity. The input particle veloc-
ity for the first iteration is obtained by replacing the particle
velocity in the region H with the original measured particle
velocity vh, etc., that is,

vh
�i+1� = � vh �rh � H�

ṽh
�i� �rh � H+� .

� �6�

The iteration can be stopped if the following condition is
satisfied:

ṽh
�i+1� − ṽh

�i�2

ṽh
�i�2

� � , �7�

where  • 2 represents the L2-norm of a vector and ��0 is a
small number �for example, �=10−5�. Finally, the velocity of
the source, vs, and the pressure on the surface of the source,
ps, can be reconstructed from the filtered particle velocity
and its continuation into the region H+ after the iteration
process has converged,

vs = F−1�G−1F�
�i�F�ṽh

�i��� , �8�

ps = F−1�GN
−1F�

�i�F�ṽh
�i��� , �9�

where G−1�kx ,ky�=eikzd is the inverse velocity propagator,
and

GN
−1 = �c�k/kz�ejkzd �10�

is the inverse of the propagator between the pressure in the
source plane and the particle velocity in the hologram plane
and �c is the characteristic impedance of the medium. Note
that the velocity-to-pressure propagator GN

−1 has a singularity
near the radiation circle where kz tends to zero. To reduce the
singularity the propagator GN

−1 should be smoothed as de-
scribed in Ref. 25.

FIG. 1. Source and hologram plane.
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III. A SIMULATION STUDY

To examine the performance of the method described in
the foregoing and compare it with the original version based
on extrapolation of the sound pressure a simulation study has
been carried out. The test case was a point driven simply
supported 3-mm-thick aluminum plate in an infinite baffle.
The dimensions of the plate were 0.58	0.58 m2, and the
excitation of the plate was a harmonic force with an ampli-
tude of 100 N acting at the center of the plate. The recon-
struction plane was located at z=0.02 m, and the hologram
plane was located at z=0.05 m. The velocity of the surface
of the plate was calculated by a modal sum, and the radiated
sound field was calculated from a numerical approximation
to Rayleigh’s first integral. The sound pressure and the par-
ticle velocity were computed in the hologram plane in a grid
12	12 points with a lattice spacing in the x- and y-direction
of 0.02 m. Thus, the measured data covered an area of
0.22	0.22 m2, which is much smaller than the plate. The
iteration procedure was applied both to the particle velocity
and to the sound pressure in this patch in order to extrapolate
the data to a region of 50	50 points with dimensions of
0.98	0.98 m2. To make the simulation study more realistic
noise has been added to the measured data corresponding to
a signal-to-noise ratio of 35 dB. In the simulation the number
� in the convergence condition is 10−3.

A. Extrapolation of sound field

Figures 2 and 3 compare the true and extrapolated sound
pressure and particle velocity in the hologram plane at 2
kHz. Within the patch both the extrapolated sound pressure
and particle velocity agree well with the true values. How-
ever, in the adjacent region outside the patch, the extrapo-
lated pressure is in very poor agreement with the true pres-
sure. The extrapolated particle velocity is more accurate than
the extrapolated pressure, and, as can be seen in Fig. 3�b�,
reasonable agreement is obtained at the first two points out-
side the patch. However, it is clear that the region where the
particle velocity can be extended accurately is limited. One
may define the relative errors as

Ep =
ptrue − pextrapolated2

ptrue2
	 100% , �11a�

Ev =
vh,true − vh,extrapolated2

vh,true2
	 100% . �11b�

In a surrounding region one point, two points, and three
points outside the patch the errors of the extrapolated sound
pressure are 24.7%, 65.8%, and 91.3%, and the correspond-
ing errors of the particle velocity are 17.4%, 32.8%, and
75.7%.

In addition to the increased reliability the extrapolation
based on the particle velocity has another advantage, the it-
eration speed; for the same convergence condition, the re-

FIG. 2. �Color online� Extrapolation of the sound pressure at 2 kHz: �a� true
pressure, �b� extrapolated pressure, and �c� comparison along a line. The
frame in �a� and �b� indicates the boundary of the patch.

FIG. 3. �Color online� Extrapolation of the particle velocity at 2 kHz: �a�
true velocity, �b� extrapolated velocity, and �c� comparison along a line. The
frame in �a� and �b� indicates the boundary of the patch.
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quired number of iterations for extrapolating the sound pres-
sure was 415 in the example described above, whereas it was
203 for extrapolating the particle velocity.

It can be concluded that the particle velocity can lead to
better extrapolation results than the pressure with less itera-
tions. However, the number of required iterations for ex-
trapolating the particle velocity is not always much smaller
than the required number for extrapolating the pressure; for
example, for the same test case at 800 Hz, the required num-
bers of iterations are 237 for the particle velocity and 271 for
the pressure. Figure 4 compares the true and extrapolated
sound pressure and particle velocity at 800 Hz. It can be seen
that the extrapolated particle velocity is in better agreement
with the true values than the extrapolated pressure is, al-
though the particle velocity and the pressure require a similar
number of iterations to converge. The errors defined as above
are 31.8%, 85.1%, and 78.2% for the pressure and 14.1%,
26.0%, and 42.9% for the particle velocity. Other cases �not
shown� have confirmed the tendency.

A better extrapolation of the pressure can be obtained if
the number of the iterations is increased significantly. The
extrapolated pressures at 2000 and 800 Hz after 1000 itera-

tions are shown in Fig. 5. It can be seen that the accuracy of
the extrapolation has been improved, while the computa-
tional cost and time have been increased.

B. Reconstructed sound field

Figure 6 shows the reconstructed pressure and velocity
in the source plane at 2 kHz. Parts �a�, �b�, and �c� compare

FIG. 4. �Color online� Extrapolation of sound pressure and particle velocity
at 800 Hz: �a� true pressure, �b� extrapolated pressure, �c� true particle
velocity, and �d� extrapolated particle velocity.

FIG. 5. �Color online� Extrapolation of the sound pressure at 2 kHz �a� and
800 Hz �b� after 1000 iterations.

FIG. 6. �Color online� Reconstruction at 2 kHz: �a� true pressure, �b�
pressure-to-pressure, �c� velocity-to-pressure, �d� true velocity, �e� pressure-
to-velocity, and �f� velocity-to-velocity.

FIG. 7. �Color online� Reconstruction at 800 Hz: �a� true pressure, �b�
pressure-to-pressure, �c� velocity-to-pressure, �d� true velocity, �e� pressure-
to-velocity, and �f� velocity-to-velocity.
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the true pressure, the pressure predicted from the extrapo-
lated pressure, and the pressure predicted from the extrapo-
lated particle velocity. It can be seen that the pressure recon-
structed from the extrapolated particle velocity is in better
agreement with the true pressure than the pressure recon-
structed from pressure data, in particular, near the edges of
the aperture. Parts �d�, �e�, and �f� compare the true particle
velocity, the particle velocity predicted from the extrapolated
pressure, and the particle velocity predicted from the ex-
trapolated particle velocity. It is apparent that the particle
velocity reconstructed from the pressure is not very accurate,
whereas the reconstruction based on the particle velocity is
far better.

Figure 7 shows a similar comparison when the plate is
driven at 800 Hz. Again reconstructions based on the ex-
trapolated particle velocity are fairly accurate, and, in par-
ticular, the velocity-to-velocity reconstruction is far better
than the pressure-to-velocity reconstruction. By increasing
the number of iterations for the pressure �as in Fig. 5� better
reconstructions can be obtained at the expense of increased
computer resources, and in some cases �not shown� the
pressure-to-pressure reconstruction was found to be better
than the velocity-to-pressure reconstruction, but velocity-to-
velocity reconstructions were invariably found to be consid-
erably better than pressure-to-velocity reconstructions.

IV. EXPERIMENTAL RESULTS

An experiment has been carried out in a large anechoic
room at the Technical University of Denmark. The source
was a 3-mm-thick aluminum plate with dimensions 44
	44 cm2 mounted as one of the surfaces of a box of heavy
fiberboard and excited by a loudspeaker inside the box. The
sound pressure and the particle velocity were measured at

18	19 points in two planes of dimensions 42.5	45 cm2

using a 1
2-in. p-u intensity probe produced by Microflown.

The plate, the transducer, and the test fixture for the trans-
ducer are shown in Fig. 8. The transducer was calibrated as
described in Ref. 26. The hologram plane was 8 cm from the
plate, whereas the reconstruction plane was 4.5 cm from the
plate and the measured data in it served as the “true” refer-
ence data. A Brüel & Kjær PULSE analyzer �type 3560� was
used for measuring the frequency responses between the
pressure and particle velocity signals from the transducer and
the signal generated by the PULSE analyzer �pseudorandom
noise� for driving the source.

A 10	10 point small patch with the center coincident
with the center of the vibrating plate was selected for the
extrapolation and reconstruction. Thus the patch covered an
area of 22.5	22.5 cm2. The number � in the convergence
condition was 10−5 in this experiment. Figure 9 shows the
true pressure and particle velocity in the reconstruction plane
at 160 Hz, Figs. 10�a� and 10�b� show the pressure and par-
ticle velocity predicted from the pressure in the measurement

FIG. 8. �Color online� Experimental setup.

FIG. 9. �Color online� True �a� sound pressure and �b� particle velocity in
the reconstruction plane.

FIG. 10. �Color online� Reconstruction after 1500 iterations: �a� pressure-
to-pressure, �b� pressure-to-velocity, �c� velocity-to-pressure, and �d�
velocity-to-velocity.

FIG. 11. �Color online� Reconstruction after convergence: �a� pressure-to-
pressure, �b� pressure-to-velocity, �c� velocity-to-pressure, and �d� velocity-
to-velocity.
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patch after 1500 iterations, and Figs. 10�c� and 10�d� show
the pressure and particle velocity predicted from the particle
velocity in the measurement patch after 1500 iterations. It
can be seen that the reconstruction based on the extrapolated
particle velocity is much better than the reconstruction based
on the extrapolated pressure with the same number of itera-
tions.

Figure 11 shows a similar comparison when conver-
gence condition has been reached. It is apparent that the
particle velocity performs better than the pressure as the in-
put quantity. The relative error of the reconstructed pressure
is 12.3% when it is based on pressure measurements and
6.13% when it is based on particle velocity measurements,
and the corresponding error of the reconstructed particle ve-
locity is 61.2% when it is based on pressure measurements
and 4.33% when it is based on particle velocity measure-
ments. It should also be mentioned that the extrapolated par-
ticle velocity converged after 20 790 iterations, whereas the
extrapolated pressure required 28 142 iterations to converge.
The results at some other frequencies are shown in Table I,
which demonstrates that velocity-to-velocity reconstructions
are generally better than pressure-to-velocity reconstructions.
Sometimes pressure-to-pressure reconstructions are more ac-
curate than velocity-to-pressure reconstructions. In all cases
the iterative procedure converges faster for the particle ve-
locity than for the pressure.

V. CONCLUSIONS

A method of PNAH based on extrapolating particle ve-
locity data beyond the measurement aperture has been exam-
ined and shown to compare favorably with a similar method
based on measurement of the sound pressure, both with re-
spect to the number of required iterations and the quality of
the resulting reconstructed sound field. These findings have
been demonstrated by simulation as well as by an experiment
carried out with a pressure-velocity intensity probe.
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Distortion-product otoacoustic emission inputÕoutput
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Distortion-product otoacoustic emission �DPOAE� input/output �I/O� functions were measured in
322 ears of 176 subjects at as many as 8 f2 frequencies per ear for a total of 1779 I/O functions. The
f2 frequencies ranged from 0.7 to 8 kHz in half-octave steps. Behavioral thresholds �BTs� at the f2

frequencies ranged from �5 to 60 dB hearing loss �HL�. Both linear-pressure and nonlinear,
two-slope functions were fitted to the data. The two-slope function describes I/O compression as
output-controlled self-suppression. Most I/O functions �96%� were better fitted by the two-slope
method. DPOAE thresholds based on each method were used to predict BTs. Compared to estimates
based on linear-pressure functions, individual BTs predicted from DPOAE thresholds based on the
two-slope model had lower residual error and accounted for more variance. Another advantage of
the two-slope method is that it provides an estimate of response growth rate �RGR� that is not tied
to threshold. At all frequencies, the median low-level RGR �across I/O functions of the same f2 and
BT� usually increased as BT increased, while high-level compression decreased. The observed
characteristics of DPOAE I/O functions are consistent with the loss of cochlear compression that is
typically associated with mild-to-moderate HL. © 2009 Acoustical Society of America.
�DOI: 10.1121/1.3158859�

PACS number�s�: 43.64.Jb �BLM� Pages: 728–738

I. INTRODUCTION

Distortion-product otoacoustic emissions �DPOAEs� are
produced by the nonlinear interaction of two tones within the
cochlea. This nonlinearity is due to the normal function of
outer hair cells �OHCs�, which is essential for normal audi-
tory function, including auditory sensitivity. In fact,
DPOAEs provide a window into cochlear function that al-
lows estimates of behavioral threshold �BT� �e.g., Martin et
al., 1990; Boege and Janssen, 2002; Gorga et al., 2003a�.
DPOAEs also provide information about the rate of growth
of cochlear responses. Information about both of these fea-
tures of cochlear function may be obtained in individual ears
by quantifying characteristics of DPOAE input/output �I/O�
functions.

Normal properties of DPOAEs have been studied exten-
sively in humans and other animals �e.g., Probst et al., 1991;
Lonsbury-Martin and Martin, 2007�, and share features that
are at least qualitatively similar to those observed in invasive
measurements of cochlear-response properties in lower ani-
mals. For example, I/O functions derived from direct basilar
membrane �BM� measurements �Ruggero and Rich, 1991;
Ruggero et al., 1997; Rhode, 2007� are similar to DPOAE
I/O functions �Mills et al., 1993; Mills and Rubel, 1994�. At
the best or characteristic frequency �CF� for a particular lo-
cation on the BM �defined as the frequency to which the
place is most sensitive�, there is nearly-linear growth in re-
sponse to low stimulus levels, less-than-linear growth at
moderate levels, and nearly linear growth again at high lev-
els �e.g., Ruggero and Rich, 1991�. However, when driven by
a tone whose frequency is well below CF, growth rates re-

main nearly linear throughout the entire range of stimulus
levels. Similar frequency dependence in slope has been ob-
served when DPOAE responses are suppressed by a fre-
quency that is about an octave below f2, the higher frequency
in the primary-frequency pair eliciting the DPOAE �Gorga et
al., 2003b, 2008�.

Damage to OHCs is known to cause several changes to
auditory function, including an increase in threshold �e.g.,
Dallos and Harris, 1978; Liberman and Dodds, 1984�. Be-
cause the generation of DPOAEs depends on the integrity of
the OHC system, DPOAEs are reduced or absent in ears with
hearing loss �HL� �e.g., Kummer et al., 1998; Gorga et al.,
1993, 2000; Dorn et al., 2001�. Since DPOAEs can be mea-
sured noninvasively, they have been used as a tool to detect
impaired auditory function in humans �e.g., Lonsbury-Martin
and Martin, 1990; Bonfils and Avan, 1992; Kim et al., 1996;
Gorga et al., 1993, 1997�. The clinical utility of these mea-
surements is based on the knowledge that OHCs have essen-
tial roles in determining both DPOAE level and auditory
sensitivity. In efforts to exploit this fact, some investigators
have demonstrated a relationship between DPOAEs and BTs
�Martin et al., 1990; Gorga et al., 1996; Boege and Janssen,
2002; Gorga et al., 2003a; Rogers et al., 2009�.

Besides reducing auditory sensitivity, OHC damage
changes the way cochlear responses grow with level. Follow-
ing administration of furosemide, an agent known to revers-
ibly reduce the endocochlear potential that serves as the
power supply for OHC motility, auditory sensitivity is re-
duced and BM I/O functions at CF lose their characteristic
compressive nonlinearity and become more linear �Ruggero
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and Rich, 1991�. Cochlear responses altered by furosemide
are similar to response patterns observed with other more
permanent cochlear impairments. Just as normal DPOAE I/O
functions resemble directly-measured BM I/O functions in
normal-hearing animals, the DPOAE I/O functions of
hearing-impaired ears resemble BM I/O functions following
cochlear insult �Mills et al., 1993; Mills and Rubel, 1994;
Dorn et al., 2001�.

In summary, data from lower animals reveal that direct
measures of BM motion and indirect DPOAE measures of
cochlear-response properties are similar and undergo similar
changes in ears with induced cochlear lesions. While direct
measurement of BM motion is impossible in humans,
DPOAE measurements are noninvasive and are routinely
used to detect HL. The similarities between direct cochlear-
response measures in lower animals and indirect cochlear-
response estimates based on DPOAE data �either in humans
or lower animals� suggest that it may be possible to use
DPOAE measurements in humans to provide insights into
cochlear function over a wide range of levels.

The present study examines characteristics of DPOAE
I/O functions in humans, with a goal of inferring cochlear-
response properties for both normal and impaired ears. To
the extent that DPOAE I/O functions are measures of
cochlear-response growth, these comparisons help to de-
scribe the changes in response growth that occur as a conse-
quence of HL in humans.

II. METHODS

DPOAE I/O functions were measured in 322 ears of 176
human subjects, ages 11–80 years old, at as many as eight f2

frequencies per ear. Subjects were included if they demon-
strated air-bone gaps �15 dB and had normal 226-Hz tym-
panograms just prior to when the DPOAE data were col-
lected. The f2 frequencies ranged from 0.7 to 8 kHz in half-
octave steps. The level of f2 �L2� ranged from �20 to 80 dB
sound pressure level �SPL� in 5-dB steps. The level of f1 �L1�
and the ratio of primary frequencies �f2 / f1� were determined
by the following equations suggested by Johnson et al.
�2006�:

L1 = 80 + 0.137 log2�18/f2��L2 − 80� , �1�

f2/f1 = 1.22 + log2�9.6/f2��L2/415�2. �2�

It was expected that for any given f2 and L2, the largest
DPOAE level �on average for normal-hearing subjects�
would be obtained when f1 and L1 are selected to satisfy Eqs.
�1� and �2�. However, obtaining the largest possible DPOAE
level was not a requirement for this study.

At each f2, I/O functions were sorted into 14 HL catego-
ries, ranging from �5 to 60 dB HL �see ANSI, 1996� in 5-dB
steps, according to the BT of the ear at �or near� f2.

A. Measurement

Subjects were seated in a sound-isolated room. Com-
plete data collection required one or two 2-h sessions from
each subject. Tympanograms were obtained at the beginning
of each data-collection session. Stimuli were generated and

responses recorded by a 24-bit soundcard �CardDeluxe,
Digital Audio Laboratories� using locally-developed soft-
ware �EMAV version 2.70; Neely and Liu, 1994�. Sound was
delivered to the ear by an insert earphone that included two
separate sound sources and a calibrated microphone �ER-
10C, Etymōtic Research�. The ER-10C was modified to re-
move 20 dB of attenuation in order to allow presentation of
stimuli at 80 dB SPL. Stimulus levels were calibrated in dB
SPL in the ear using the ER-10C microphone. There are
concerns for calibration errors when SPL is used �Siegel and
Hirohata, 1994; Siegel, 2007; Scheperle et al., 2008�, espe-
cially at higher frequencies. However, recent data suggest
that calibration method does not have a large impact on
DPOAE test performance or the ability of DPOAEs to pre-
dict BT �Burke et al., 2009; Rogers et al., 2009�.

For each f2, data collection began at the highest L2 and
continued until the signal-to-noise ratio �SNR� �3 dB.
DPOAE level �Ld� was based on the level in the 2f1− f2

frequency bin, while noise level �Ln� included the level in the
2f1− f2 bin as well as in five bins on either side of this bin.
Levels were estimated by alternately storing 0.25-s samples
in two buffers. To estimate Ld, the levels in the two buffers
were summed and to estimate Ln, the levels in the two buff-
ers were subtracted. Measurement-based stopping rules were
used, in which data collection was terminated if the noise
was �−25 dB SPL or artifact-free averaging time exceeded
32 s. The noise criterion, which places system distortion be-
low the noise at all but the highest stimulus levels, was the
primary stopping rule because its use resulted in the widest
dynamic range of measurements across subjects and condi-
tions. However, it was necessary to include an averaging-
time criterion to avoid excessive averaging times for a single
condition. In the majority of subjects, these rules allowed
measuring DPOAEs for a wide range of levels, including
low levels, and for a wide range of frequencies, including
those at and below 1.5 kHz, where the noise floor sometimes
is a problem.

B. Analysis

If complete I/O functions had been measured at each of
8 frequencies in every ear, a total of 2576 I/O functions
would have been available for analysis. However, the inabil-
ity to measure DPOAE levels above the noise floor in some
subjects reduced the number of available I/O functions. This
occurred mainly in subjects with HL, a number of whom did
not produce DPOAEs at some frequencies, even for high-
level stimuli. Additionally, in some subjects, it was not pos-
sible to reduce the noise levels to levels that would allow
measuring responses reliably. This problem was frequency
dependent, occurring almost exclusively for low f2 frequen-
cies. To be considered for further analysis, I/O functions
were required to have a SNR of at least 3 dB at three or more
consecutive stimulus levels. Although ears with greater HL
were more likely to fail to meet this criterion, acceptable I/O
functions were measured in some ears with thresholds as
high as 60 dB HL. The distribution across frequencies and
HL categories of the 1779 I/O functions considered accept-
able for analysis is described in Table I.
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Each individual I/O function was fitted by two different
methods. In the first method, a linear regression of linear
pressure �in �Pa� onto L2 �in dB SPL� was performed. This
method was initially suggested by Boege and Janssen �2002�
and has been used in other studies since its original descrip-
tion �e.g., Oswald and Janssen, 2003; Gorga et al., 2003a;
Rogers et al., 2009�.

In the second method, a nonlinear, two-slope function
was fitted to the same data. The two-slope function models
I/O compression as output-controlled suppression. The equa-
tion used to describe the two-slope function was motivated
by the observation in previous studies of DPOAE suppres-
sion �Gorga et al., 2003b, 2008� that decrements �amount of
suppression� could be transformed into nearly-linear func-
tions of suppressor level by the following equation:

D = 10 log10�10decr/10 − 1� . �3�

In this equation, decr represents the DPOAE decrement in
decibel and D has been observed to have nearly-linear de-
pendence on suppressor level. The success of this transfor-
mation in characterizing DPOAE suppression suggests that
the decrement due to suppression is well described by

decr = 10 log10�10D/10 + 1� , �4�

where D is a linear function of suppressor level. Suppose that
D=S2�Ls−Li�, where Ls represents suppressor level, Li rep-
resents the input level �L2� at the breakpoint between near-
linear slopes of the I/O function at low levels and the more
compressive slope at higher levels, and S2 represents the
amount of compression. S2 and Li are parameters of the lin-
ear dependence of D on suppressor level. With this substitu-
tion, the equation for decrement may be written as a function
of suppressor level relative to the parameter Li as follows:

decr�Ls − Li� = 10 log10�10S2�Ls−Li�/10 + 1� . �5�

Our previous studies suggest that Eq. �5� provides a good
description of DPOAE suppression �e.g., Gorga et al., 2003b,
2008�.

Suppose that compression of DPOAE I/O functions can
be modeled as decrements �self-suppression� due to increases
in DPOAE level. Equation �4� can be adapted to represent
decrement in this model by substituting D=S2�Ld−Lo� as
follows:

decr�Ld − Lo� = 10 log10�10S2�Ld−Lo�/10 + 1� . �6�

In this equation, Ld represents DPOAE level and Lo repre-
sents the Ld at which the breakpoint between linear and com-
pressive slopes occurred. The dependence of DPOAE level
on stimulus level is presumed to be nearly linear when
stimulus levels are low. The parameter S1 represents the
slope of the low-level portion of the I/O function. The
nearly-linear and the compressive ranges are combined into a
single, two-slope function that can be fitted to the DPOAE
I/O functions

Ld = S1�L2 − Li� + 10 log10�10S2�Ld−Lo�/10 + 1� . �7�

Because Ld appears on both sides of Eq. �6�, the fitting pro-
cess is more conveniently performed by a nonlinear regres-
sion of Ld onto L2 as follows:

L2 = �Ld − 10 log10�10S2�Ld−Lo�/10 + 1��/S1 + Li. �8�

Equation �8� has four parameters �Li, Lo, S1, and S2�, com-
pared to only two parameters for the linear-pressure fit that
has been used previously �i.e., Boege and Janssen, 2002�.
The increased number of parameters in the two-slope method
is only justified if the resulting fits to the data are improved.

Prior to fitting I/O functions by either method, the
DPOAE data were modified to force the I/O functions to
have non-decreasing dependence on stimulus level. This re-
quirement was imposed by replacing any DPOAE level that
was less than the DPOAE level at the previous lower stimu-
lus level with the larger DPOAE level. In effect, any local
dips in the I/O functions were flattened out. Note that in both
fitting methods, L2 is the dependent variable of the regres-
sion. Flattening the I/O function avoids having disconnected
L2 values associated with any Ld. Elimination of the decreas-
ing portions of the I/O function when fitting the data is jus-

TABLE I. The number of I/O functions in each HL category at each frequency that were included in the analysis.

707 1000 1414 2000 2828 4000 5656 8000 Total

�5 2 6 7 5 6 18 12 12 68
0 25 20 36 27 26 37 28 18 217
5 54 53 35 31 37 21 28 29 288
10 32 42 36 36 21 17 19 22 225
15 33 31 22 23 22 14 16 15 176
20 21 21 18 14 16 6 10 12 118
25 19 19 25 11 5 10 8 6 103
30 7 11 12 15 4 8 7 6 70
35 3 11 13 19 19 14 10 3 92
40 2 7 18 16 13 15 8 11 90
45 7 5 7 11 12 13 15 9 79
50 5 4 7 13 14 17 18 15 93
55 1 4 8 8 13 15 17 11 77
60 1 1 1 5 16 29 12 18 83

Total 212 235 245 234 224 234 208 187 1779
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tified as a compromise required to allow the fitting of simple
models to the data, such as the linear-pressure and two-slope
models.

A nonlinear regression procedure was used to fit the
two-slope function. In this procedure, the following limits
were imposed to restrict the range of each parameter: −20
�Li�80, −20�Lo�20, 0.1�S1�1.5, and 0.5�S2�8.
The importance of setting these parameter limits was in con-
trolling behavior of the nonlinear regression for unusual
cases.

DPOAE thresholds were estimated differently for the
two fitting methods. For the linear-pressure fit, DPOAE
threshold was defined as the intercept of the fitted function
with zero pressure �e.g., Boege and Janssen, 2002�. For the
two-slope fit, DPOAE threshold was defined by setting Ld

=−25 dB SPL in Eq. �8� and solving for L2. DPOAE thresh-
olds estimated by each method were used separately to pre-
dict BTs, and the predictive accuracy of the two methods was
used as a quantitative approach to comparing the two fitting
procedures. To improve the predictions from both methods,
predicted BTs were restricted to the range from 0 to 60 dB
HL.

III. RESULTS

Figure 1 shows how the shape of typical DPOAE I/O
functions changes with frequency and HL category. These
trends are illustrated by showing the median DPOAE level
for representative HL categories �0, 20, 40, and 60 dB HLs�
at each stimulus frequency �f2�. Across all HL categories and
f2 frequencies, I/O functions show increasing Ld with in-
creasing stimulus level �L2� with a maximum Ld of between

10 and 20 dB SPL. The modification to ensure non-
decreasing I/O functions for fitting purposes was not done
when obtaining median values for Fig. 1.

Each of the 1779 I/O functions was fitted by both linear-
pressure and two-slope methods. The two-slope method pro-
vided a better fit for 96% of the I/O functions. A “better fit”
was defined by one model resulting in a residual error that
was at least 1% smaller than the other model. Of the remain-
ing 4% that were not better fitted by the two-slope method,
1% were better fitted by the linear-pressure method and 3%
were equally-well fitted by either method, meaning that the
difference in the resulting residual error between the two
methods was less than 1%. An examination of the distribu-
tion of better fits revealed no obvious trends for either the
linear-pressure or two-slope methods across frequency and
HL category.

Figure 2 shows an example of an I/O function that was
better fitted by the two-slope method. In this case, the re-
sidual error was 74% less for the two-slope method. Note in
the upper panel of Fig. 2 that DPOAE level is nearly a linear
function of stimulus level over the entire range of stimulus
levels. In other words, the I/O function has a nearly constant
slope. The linear dependence of DPOAE level translates into
exponential growth of pressure in the lower panel of Fig. 2,
which was not well fitted by the linear-pressure model, as
would be expected.

Figure 3 shows an example of an I/O function that was
better fitted by the linear-pressure method. In this case, the
residual error was 28% greater for the two-slope method. A
visual comparison of the thin �linear-pressure� and thick
�two-stage model� lines, however, reveals no apparent differ-
ence in the quality of the fits. Note how the change in slope
of the two-slope function in the upper panel of Fig. 3 trans-

FIG. 1. Median DPOAE levels �solid lines� as a func-
tion of stimulus level. Each panel shows four different
HL categories �0, 20, 40, and 60 dB HLs� at the indi-
cated f2 frequency. The HL category is indicated by the
line weight from heavy �0 dB HL� to light �60 dB HL�.
The dashed lines indicate the median noise level at f2

corresponding to each I/O function.
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lates into a more linear function of pressure in the lower
panel. This observation suggests that one reason for the suc-
cess of the simpler linear-pressure method in fitting the
DPOAE data is that many I/O functions are not well de-
scribed by a single slope.

Figures 4–7 describe the level and slope parameters that
were selected by the two-slope method to fit the DPOAE
data. The median-level parameters for octave frequencies
and each HL category are shown in Fig. 4. The level param-
eters describe the location of the breakpoint between the two
slopes along the input and output axes of the I/O function in
the top and bottom panels, respectively. The upper panel
shows a trend of increasing Li with BT, especially in the
normal-hearing range from �5 to 20 dB HL. Increasing Li

means the breakpoint in the I/O function along the input-
stimulus dimension moves toward the right. In other words,
the onset of compression is lower in ears with better hearing.
The lower panel shows Lo decreasing with BT, indicating
that the breakpoint along the output-stimulus dimension
tends to be lower with increasing HL. This result is expected
because one would predict that the ear would produce less
DPOAE output as BT increases.

Figure 5 shows the distribution of the level parameters
within the 0 dB HL category for each f2 frequency. The
box-and-whisker plots show five characteristic points on
these distributions. The top and bottom of the box represent

the first and third quartiles, respectively, while the interme-
diate line bisecting the box represents the median. The upper
and lower whiskers represent the furthest data points within
1.5 times the length of the box �i.e., 1.5 times the inter-
quartile range� above the top or below the bottom of the box,
respectively. In other words, the whiskers represent the fur-
thest non-outlier data points. With two exceptions �0.7 and
5.6 kHz�, the inter-quartile range of Li �upper panel� is more
than 10 dB, while the upper and lower whiskers can span
nearly 40 dB. This large range of shifts in the input level �L2�
at which the break occurs is surprising considering that all of
these ears had the same �0 dB HL� BTs. The distributions of
Lo �lower panel� reveal that the range of vertical shifts in the
output �Ld� at which the breakpoint occurs is similar to the
range of horizontal shifts. There is no apparent trend in the
median values of Li or Lo across frequency; however, the
median Li appears to be skewed upward at 8 kHz, while the
median Lo appears to be unusually low at 5.6 kHz. These
anomalies will be discussed in more detail later.

Median-slope parameters are shown in Fig. 6. The
lower-level slope S1 �upper panel� tends to increase with BT,
while S2 tends to decrease. Note that median S1 values are
typically less than 1 when BT is less than 50 dB HL. Be-
cause S2 multiplies Ld in Eq. �8�, it may be interpreted as
representing compression. This compression decreases the
slope of the I/O function when L2�Lo. As a result, the high-

FIG. 2. Example of an I/O function better fitted by the two-slope model.
The linear-pressure �thin line� and two-slope �thick line� fits are both super-
imposed on the DPOAE measurements at f2=4 kHz in an ear with 0 dB HL
threshold. The circles in the upper panel represent the measured DPOAE
levels �Ld� and the circles in the lower panel represent the corresponding
pressure amplitudes �Pd� in �Pa. In this case, the standard error for the
two-slope fit was 76% smaller than the linear-pressure fit. The squares rep-
resent the noise levels corresponding to each DPOAE measurement. The
filled and open triangles indicate the DPOAE thresholds associated with the
two-slope fit and linear-pressure fits, respectively.

FIG. 3. Example of an I/O function better fitted by the linear-pressure
model. The linear-pressure �thin line� and two-slope �thick line� fits are
compared for a DPOAE I/O function at f2=707 Hz in an ear with 5-dB HL
threshold. The circles in the upper panel represent the measured DPOAE
levels �Ld� and the circles in the lower panel represent the corresponding
pressure amplitudes �Pd� in �Pa. In this case, the standard error for the
two-slope fit was 28% larger than the linear-pressure fit. The squares repre-
sent the noise levels corresponding to each DPOAE measurement. The filled
and open triangles indicate the DPOAE thresholds associated with the two-
slope fit and linear-pressure fits, respectively.
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level slope of the two-slope function is S1 /S2. The slope
parameters in Fig. 6 reveal no obvious trend with frequency.
Overall, the summary of median data in Fig. 6 indicates that
the slope of the I/O function increases and the amount of
compression decreases as threshold increases. Stated another
way, response grows more rapidly when HL exists.

Figure 7 shows the distribution of the slope parameters
within the 0 dB HL category for each f2 frequency. Median
values of S1 are about 0.7 at all frequencies. Above 2 kHz,
the inter-quartile range of S1 is smaller, being only about
15% of its median value. The relatively small inter-quartile
range suggests that S1 is less variable across subjects than the
other three parameters from the two-slope model. Median
values of S2 are less consistent across frequency compared to
S1. Note how the entire distribution of S2 collapses to the
minimum allowed value �0.5� at 5.6 kHz. This is the same
frequency where the output-level parameter Lo is unusually
low, which may indicate lower reverse middle-ear transmis-
sion at this frequency. Another interpretation is that the co-
chlea generates less distortion at 5.6 kHz, either due to a
transition in cochlear mechanics or �perhaps more likely� to
the particular choice of stimulus levels at this frequency.

Similar to Li in Fig. 5, S2 at 8 kHz is also skewed toward
its maximum value in Fig. 7. These two trends reflect the fact
that a large number of I/O functions at 8 kHz appear to
become very compressed or saturate at a maximum DPOAE

level when L2 is large. In contrast, none of I/O functions at
5.6 kHz exhibited any compression at high levels, as evi-
denced by the collapse of the S2 to its minimum value at this
frequency in Fig. 7. Because stimulus parameters varied
gradually across frequency, the contrast in observed I/O-
function features between 5.6 and 8 kHz may indicate a tran-
sition in the underlying cochlear mechanics in this frequency
region.

DPOAE thresholds �defined specifically and differently
for each method as described above� are shown in Fig. 8 for
both the linear-pressure �upper panel� and two-slope �lower
panel� methods. For both methods, there appears to be a
nearly-linear relation between DPOAE threshold and BT
with no obvious difference in slope across frequency. The
linear-pressure thresholds show less variability across fre-
quency and have a shallower slope, compared to the two-
slope thresholds. In practical terms, this means that DPOAE
thresholds from the linear model were higher than BTs when
BTs were less than 25 dB HL, compared to the two-slope
model, but both models produced similar threshold estimates
for greater HLs. If the dependent and independent variables
were reversed in this figure �as might be the case in the
clinic�, then the two-slope model would provide threshold
estimates in better agreement with BTs when hearing was
within broadly defined normal limits. A linear regression of
BT onto median DPOAE thresholds provided the coefficients
needed to predict BT from DPOAE threshold. In this regres-

FIG. 4. Level parameters. The input-level parameter Li �upper panel� repre-
sents the position of the two-slope breakpoint along the x axis, while the
output-level parameter Lo �lower panel� represents the position of the two-
slope breakpoint along the y axis.

FIG. 5. Distribution of level parameters for 0 dB HL. Each box-and-whisker
symbol indicates the median, inter-quartile range, and furthest non-outliers
for selected distributions of either Li �upper panel� or Lo �lower panel�.
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sion, the coefficient that multiplies threshold was the same
for all frequencies, but each frequency was allowed to have a
different additive constant. The variance accounted for by
this regression was essentially the same �96%� for both
linear-pressure and two-slope methods. Adding all four two-
slope parameters to the regression resulted in no improve-
ment. The overall variance in individual BTs accounted for
by the predicted thresholds was better for the two-slope
method �57%� compared to the linear-pressure method
�39%�. Consistent with this improvement, the residual error
in predicting BTs from DPOAE threshold was less with the
two-slope method �12.5 dB� compared to the linear-pressure
method �14.9 dB�.

The distributions of residual errors across frequency and
HL categories �shown in Fig. 9� reveal no obvious trends,
except that the two-slope errors tend to be smaller when BTs
are near zero, which follows from the summary provided in
Fig. 8. The smaller prediction error at 0 dB HL may simply
be due to the restriction on predicted BTs that prevented
them from ever being less than zero, which was applied for
both model predictions. The similarity between the two
methods in the pattern of prediction errors suggests that these
errors are predominantly due to variability inherent in I/O-
function characteristics rather than being due to any failure
to represent essential features of the I/O functions.

IV. DISCUSSION

Previous studies have used a variety of methods to
model individual I/O functions. Boege and Janssen �2002�
demonstrated that the linear-pressure fit produced DPOAE-
threshold estimates that correlated with BT. Gorga et al.
�2003a�, using the linear-pressure method described by
Boege and Janssen �2002�, confirmed these results and sug-
gested improvements by imposing limits on the ranges of
both measured and predicted BTs. Oswald and Janssen
�2003� suggested improvements in the linear-pressure thresh-
old predictions by using weighted regressions that took into
account the SNR of the measured DPOAE levels. Goldman
et al. �2006� suggested an improvement to the linear-pressure
method by applying a segmented-linear regression that incor-
porated more low-level responses into the regression, com-
pared to Boege and Janssen �2002�, giving it better detection
performance. Compared to all of these previous methods, the
two-slope method provides a better characterization of the
rate of growth of DPOAE level over the entire range of
stimulus levels. It is expected that the low-level slope param-
eter S1 provides a useful measure of low-level DPOAE
growth rate that may be compared with other measures of
cochlear-response growth.

Decreasing dependence of DPOAE level with increasing
stimulus level is more likely to occur in individual I/O func-

FIG. 6. Slope parameters. The first slope parameter S1 �upper panel� repre-
sents the low-level slope, while the second parameter S2 represents the ad-
ditional compression that is applied to reduce the slope at high levels.

FIG. 7. Distribution of slope parameters for 0 dB HL. Each box-and-
whisker symbol indicates the median, inter-quartile range, and furthest non-
outliers for selected distributions of either S1 �upper panel� or S2 �lower
panel�.
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tions than in group averages. Such “dips” or “notches” in
individual I/O functions do not occur consistently at particu-
lar levels, so they tend to be smoothed out by the averaging
process. The presence of notches in I/O functions implies
contributions from multiple sources within the cochlea that
sometimes cancel each other due to having different phase.
Notches were ignored when fitting individual I/O functions
because of greater interest in characterizing response growth
that might correlate with the perception of sound intensity
than in the interaction of sources within the cochlea. Fitting
notches in I/O functions would require more complex mod-
els than the linear-pressure and two-slope models that were
employed in this study, and it is unclear as to whether the
added complexity would improve the understanding of cor-
relations between DPOAE response growth and the percept
of intensity.

Fitting group-average DPOAE I/O functions is different
than fitting individual I/O functions. Dorn et al. �2001� fitted
an ad-hoc equation to median I/O functions from 77 subjects
and observed some of the same trends with frequency, HL,
and stimulus level as reported in the present study. Neely et
al. �2003� noted the similarity in the shape of the average
DPOAE I/O functions for normal-hearing ears with the

shape of the loudness function described by Fletcher and
Munson �1933�. However, the logarithmic function that suc-
cessfully characterized both DPOAE growth and loudness
growth in that study failed to fit individual DPOAE I/O func-
tions. Since only “average” functions of loudness growth
were available in the Fletcher and Munson �1933� paper, it
remains undetermined if the same problem exists for indi-
vidual loudness functions as exists for individual DPOAE
I/O functions.

Keefe �2002�, Keefe and Abdala �2007�, and Sanford et
al. �2009� fitted rotated logistic functions to averaged
DPOAE I/O functions from normal-hearing subjects. They
suggested that the horizontal shift in the I/O function repre-
sents the influence of forward middle-ear transmission, while
the vertical shift represents the influence of reverse middle-
ear transmission. In a similar way, the level parameters of the
two-slope function, which are plotted as functions of fre-
quency in Fig. 10, may be interpreted as representing the
influence of forward and reverse middle-ear transmissions.
Any frequency dependence in forward middle-ear transmis-
sion should be observed in the frequency dependence of Li

and reverse transmission should be observed in Lo

The influence of forward or reverse middle-ear transmis-
sion on these input- and output-level parameters would be
expected to be preserved across HL category, because the
etiology of these HLs is thought to be within the cochlea and

FIG. 8. DPOAE thresholds for both the linear-pressure �upper panel� and
two-slope �lower panel� methods. For the linear-pressure method, threshold
was defined as the intercept of the fitted line with the L2 axis at zero pres-
sure. For the two-slope method, threshold was defined as the L2 value on the
fitted function corresponding to Ld=−25 dB SPL. Examples of the relation
of the DPOAE threshold to the fitted I/O function are illustrated by the
triangles in Figs. 2 and 3.

FIG. 9. Standard error of BT prediction based on DPOAE threshold for both
the linear-pressure �upper panel� and two-slope �lower panel� methods. For
both methods, the predicted BT was based on a linear regression of median
DPOAE thresholds onto BT.
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not the middle ear, at least to the extent that a normal 226-Hz
tympanogram just prior to DPOAE data collection indicates
that the middle ear functions normally. The 6-dB rise in the
input-level parameter Li between 1 and 4 kHz �upper panel,
Fig. 10� appears similar at 0 and 20 dB HL and may repre-
sent the influence of forward middle-ear transmission. How-
ever, a more obvious feature of Li in Fig. 10 is the separation
of 0 dB HL from the other HL categories. At most frequen-
cies for the ears with BT=0 dB HL, the two-slope break-
point typically occurs at input levels between 40 and 50 dB
SPL, while the breakpoint moves above 60 dB SPL for ears
with higher BTs. At f2=8 kHz, the median Li is above 60 dB
SPL even for ears with thresholds of 0 dB HL. The output
parameter Lo in the lower panel of Fig. 10 exhibits a notch at
f2=5.6 kHz for all HL categories. Because the output occurs
at the 2f1− f2 distortion frequency, a notch in Lo at f2

=5.6 kHz suggests that there maybe a notch in the reverse
middle-ear transmission in the vicinity of 3.6 kHz.

Although the two-slope fit requires more computational
effort than the linear-pressure fit and provided only minor
improvement �as evaluated by the BT prediction error, which
decreased from 14.9 to 12.5 dB�, its major advantage may be
in providing a meaningful quantification of I/O-function
growth rate. Linear-regression coefficients of median two-
slope parameters onto BT are listed in Table II. These coef-
ficients allow trends in I/O-function shape to be visualized.
For example, Fig. 11 demonstrates how model I/O functions
at 4 kHz change as BT increases. Specifically, the breakpoint
�between the two slopes� moves to the right and downward,
while the low-level slope increases. Similar trends could be
observed by using the regression coefficients for other fre-
quencies. In the lower panel of Fig. 11, the same function
that has two slopes when plotted in dB approximates a linear
function over the range of pressures from 10 to 50 dB. This
observation helps to explain why the linear-pressure fit per-
forms as well as it does in predicting BTs.

The change in the shape with increasing HL category
observed in the two-slope I/O functions shown in Fig. 11 is
similar to the shape change observed in the median I/O func-
tions in Fig. 1. However, few of the I/O functions in Fig. 1
show two distinct slopes. One reason why the median I/O
functions lack the two-slope appearance may be that the in-

FIG. 10. Frequency dependence of two-slope level parameters for represen-
tative HL categories �0, 20, 40, and 60 dB HLs�. The input-level parameter
Li �upper panel� includes the influence of forward middle-ear transmission,
while the output-level parameter Lo �lower panel� includes the influence of
reverse middle-ear transmission.

TABLE II. Linear-regression coefficients describing median I/O-function parameters as functions of BT at each frequency. As an example, the I/O functions
based on these parameters at 4 kHz are shown in Fig. 11.

C707 C1000 C1414 C2000 C2828 C4000 C5656 C8000 CBT

Li 53.4 52.4 51.1 50.1 51.9 50.3 53.0 54.7 0.3367
Lo 8.90 10.79 11.00 5.70 4.81 3.07 �2.01 1.48 �0.1798
S1 0.602 0.689 0.716 0.698 0.622 0.627 0.708 0.650 0.0079
S2 3.74 3.44 2.83 2.61 4.43 2.42 1.64 3.04 �0.0368

FIG. 11. Two-slope model I/O functions at 4 kHz for representative HL
categories �0, 20, 40, and 60 dB HLs�. DPOAE levels �dB SPL� are shown
in the upper panel and the corresponding pressure ��Pa� in the lower panel.
These I/O functions were calculated using the regression coefficients listed
in Table II.
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put level at which the breakpoint occurs differs across sub-
jects within the same HL category, causing the breakpoint to
be smoothed and less distinct in the median I/O functions.
Individual differences in forward and/or reverse middle-ear
transmission might also add variability in the input and out-
put levels associated with the breakpoint. Group data would
obscure the breakpoint under these conditions as well. An-
other reason that the breakpoint is less distinct in the group-
average I/O functions may be that it is also less distinct in
individual I/O functions. This appears to be the case in the
example selected for Fig. 3, where there appears to be more
curvature in the data below the breakpoint than in the fitted
two-slope function. Despite the inability of the two-slope
function to represent curvature below the breakpoint, it ap-
pears to provide a useful description of DPOAE I/O func-
tions. The contribution to BT prediction error due to differ-
ences in the shape of the fitted and measured I/O functions
appears to be small in comparison to other sources of vari-
ability.

The shape of DPOAE I/O functions for any particular L2

and f2 also depends on the selection of L1 and f1. In this
study, the selection of L1 and f1 was based on the observa-
tions of Johnson et al. �2006�, who described stimulus con-
ditions �i.e., f2-dependent f2 / f1, and L1 and L2 combinations�
thought to produce the largest Ld �on average� for normal-
hearing subjects. If L1 and f1 had been chosen differently, the
shapes of individual I/O functions may have been different.
The similarity between the I/O-function shapes in Fig. 1 with
those shown in Dorn et al., 2001 �Fig. 3�, where L1 and f1

were chosen differently, suggests that minor differences in
the selection of L1 and f1 do not produce large differences in
the I/O-function shapes.

It is possible that the growth rate of individual DPOAE
I/O functions is correlated with loudness-growth rate in the
same individuals, given the dependence of both measure-
ments on the integrity of the cochlea. It is not known, how-
ever, whether S1 or S2 will exhibit more correlation with
loudness-growth rate. Determining the extent of the correla-
tion between loudness-growth rate and either S1 or S2 will
require that loudness functions and DPOAE I/O functions
both be measured in the same ears.

V. CONCLUSIONS

In addition to improving BT prediction, the two-slope
function provides a description of individual DPOAE I/O
functions that allows cochlear-response growth to be quanti-
fied. The low-level slope of the two-slope function is typi-
cally near 0.7 dB/dB in normal-hearing subjects and in-
creases with HL. The variation of this low-level slope across
subjects within the same HL category may represent indi-
vidual differences in cochlear function, which could be com-
pared to other measures of cochlear-response growth.
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It is somewhat surprising that linear analysis can account for so many features of the cochlea when
it is inherently nonlinear. For example, the commonly detected spacing between adjacent
spontaneous otoacoustic emissions �SOAEs� is often explained by a linear theory of “coherent
reflection” �Zweig and Shera �1995�. J. Acoust. Soc. Am. 98, 2018–2047�. The nonlinear saturation
of the cochlear amplifier is, however, believed to be responsible for stabilizing the amplitude of a
SOAE. In this investigation, a state space model is used to first predict the linear instabilities that
arise, given distributions of cochlear inhomogeneities, and then subsequently to simulate the
time-varying spectra of the nonlinear models. By comparing nonlinear simulation results to linear
predictions, it is demonstrated that nonlinear effects can have a strong impact on the steady-state
response of an unstable cochlear model. Sharply tuned components that decay away exponentially
within 100 ms are shown to be due to linearly resonant modes of the model generated by the
cochlear inhomogeneities. Some oscillations at linearly unstable frequencies are suppressed over a
longer time scale, whereas those that persist are due to linear instabilities and their distortion
products. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3158861�

PACS number�s�: 43.64.Kc, 43.64.Jb, 43.64.Bt, 43.40.Vn �BLM� Pages: 739–750

I. INTRODUCTION

Mammals rely upon an active mechanical process to en-
hance their sense of hearing. This takes place in the cochlea,
a fluid-filled organ responsible for amplifying and converting
the acoustically induced motion of its structures into neural
impulses conveyed to the brain. A specialized structure in the
human cochlea known as the organ of Corti �OC� performs
this complex task. Within the OC are approximately 12 000
hair-like cells called outer hair cells �OHCs� �Pickles, 2003�.
These OHCs each contract and expand rapidly when a shear-
ing motion opens and closes ion gates situated on the cells’
stereocilia, thus inducing first mechano-electrical and then
electro-mechanical transduction �Ashmore, 1987�. The col-
lective efforts of the OHCs comprise a system termed the
cochlear amplifier �CA�.

Experimental studies of the CA in animals have shown
that it is capable of amplifying the magnitude of basilar
membrane �BM� motion by up to �45 dB at low excitation
levels �Robles and Ruggero, 2001�. At moderate levels, the
CA begins to saturate and exhibit distortion effects; recent
experimental work suggests that the distortion generated by
the CA in mice may be due to the tip-links connecting adja-
cent stereocilia �Verpy et al., 2008�. At high levels, the out-
put of the active CA is negligible relative to the passive
excitation of the BM. The nonlinearity of the CA is thus an
intrinsic feature of the normal cochlea that contributes to its
enormous dynamic range, which is on the order of 120 dB
sound pressure level �SPL� in humans �Gelfand, 1998�.

One important group of cochlear epiphenomena is otoa-
coustic emissions �OAEs�, sounds that propagate out of the

cochlea and are detectable in the ear canal �Probst et al.,
1991�. OAEs provide a non-invasive indication of cochlear
health without the subject’s participation and are in wide
clinical use �Hall, 2000�. Clinicians generally class OAEs by
the stimulus used to evoke a response—such as clicks or
tones. In trying to analyze how OAEs arise, Shera and
Guinan �1999� proposed a classification paradigm based
upon the generation mechanisms of OAEs—such as linear
reflection, nonlinear distortion, or some combination thereof.
One class of OAE that, at first glance, seems to fit neatly into
both classification regimes is the spontaneous OAE �SOAE�.

SOAEs are narrowband tones that propagate out of the
cochlea without a stimulus and are detectable in the ear canal
with a sensitive microphone �Probst et al., 1986�. Most hu-
man SOAEs are detected between 0.5 and 6 kHz, with the
majority falling in the range of 1–2 kHz. Both the frequen-
cies and amplitudes of SOAEs are remarkably stable over
time �Probst et al., 1991�. These emissions are indicative of a
healthy cochlea, being present in approximately 70% of all
normal-hearing individuals �Talmadge and Tubis, 1993; Pen-
ner and Zhang, 1997�. It is also well-known that the spectra
of evoked emissions differ somewhat from those of SOAEs
�e.g., Wable and Collet, 1994�. So-called “long-lasting”
evoked responses, also referred to as synchronized spontane-
ous otoacoustic emissions �SSOAEs�, are sometimes re-
corded by extending the click evoked OAE �CEOAE� acqui-
sition window from 20 to 80 ms �Gobsch and Tietze, 1993;
Sisto et al., 2001; Jedrzejczak et al., 2008�. The origin of this
long-lasting ringing continues to be debated.

Early theoretical work by Gold �1948� that pre-dated the
discovery of OAEs predicted the existence of SOAEs due to
instability in locally active elements. However, after the dis-
covery of OAEs by Kemp �1979�, there were numerous re-
ports of a commonly detected spacing between adjacent
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SOAE frequencies �Dallmayr, 1985, 1986; Talmadge and
Tubis, 1993; Braun, 1997�. Such regularity seemed to be at
odds with a local oscillator framework, where one might
assume unstable elements to be randomly distributed.

An alternative explanation of SOAE generation assumes
multiple traveling wave �TW� reflections between a cochlear
reflection site and the middle ear boundary at its base, analo-
gous to standing waves in homogenous media �Kemp, 1979;
Zwicker and Peisl, 1990; Zweig, 1991; Shera and Zweig,
1993; Talmadge and Tubis, 1993; Zweig and Shera, 1995;
Allen et al., 1995; Talmadge et al., 1998; Shera and Guinan,
1999; Shera, 2003�. Shera and Zweig �1993� and Zweig and
Shera �1995� developed a linear “coherent reflection” hy-
pothesis that built upon the cochlear standing wave theory
and also accounted for the cause of the spacings between
SOAEs.

Previous SOAE modeling work followed various av-
enues of research. Early reports showed that SOAEs can be
suppressed and otherwise affected by external tones �e.g.,
Zwicker and Schloth, 1984�. Phenomenological models us-
ing van der Pol oscillators were applied to describe the be-
havior of isolated SOAEs �e.g., Bialek and Wit, 1984; Wit,
1986; van Dijk and Wit, 1990; van Hengel and Maat, 1993;
Murphy et al., 1995�. However, the success of the coherent-
reflection theory in predicting many features of OAEs
prompted modelers to try to replicate these findings in com-
plete mechanical models of the cochlea. Including random
perturbations in the smoothly varying mechanical parameters
was found to generate reflections and cochlear standing
waves in a variety of models �e.g., Talmadge et al., 1998;
Talmadge et al., 2000; Shera et al., 2005; Elliott et al., 2007�.

The nonlinear time domain simulations of Talmadge
et al. �1998� showed amplitude-stabilized limit cycle oscilla-
tions �LCOs� similar to SOAEs, but the number, frequencies,
and amplitudes were not predicted. In contrast, the linear
stability tests performed by Ku et al. �2008� predicted the
number and frequencies of instabilities but did not account
for any nonlinear effects that might affect the resultant
LCOs. The nonlinear phenomena that pertain to cochlear
LCOs may include mutual suppression, the generation of
harmonic and intermodulation distortion, and mode-locking
as in musical wind instruments �Fletcher, 1999�.

A. Aims and overview

This paper is concerned with the impact of cochlear non-
linearity upon the linear state space model’s predictions of
SOAEs. This work is an extension of the cochlear modeling
findings presented in two previous papers. In the first, Elliott
et al. �2007� introduced a state space framework for a clas-
sical model of the cochlea �Neely and Kim, 1986�. In the
second, Ku et al. �2008� applied the state space model to
demonstrate how predictions of the coherent-reflection
theory of SOAE generation �Shera and Zweig, 1993; Zweig
and Shera, 1995� can be observed in a linear, non-scaling-
symmetric model of the cochlea. The present paper investi-
gates how linear instabilities interact and evolve in a nonlin-
ear model of the cochlea to form LCOs similar to SOAEs.

A short review of the linear model is given in Sec. II. In

order to better match the predicted variation of TW wave-
length with position in the human cochlea, minor revisions to
the model parameter values are presented. The implementa-
tion of a saturation nonlinearity in the model’s CA is then
described.

Section III presents the results from a variety of simula-
tions. A set of linear stability tests is first presented. The
results of a nonlinear time domain simulation involving a
single linear instability, generated by introducing a step-
change in feedback gain as a function of position, are then
analyzed in detail and interpreted in terms of TWs. This is
expanded upon by running a nonlinear simulation of a model
with a small range of linear instabilities, generated by a spa-
tially restricted region of inhomogeneities in the feedback
gain. Finally, simulations of nonlinear cochleae with a large
number of linear instabilities across the cochlea’s frequency
range are performed; these instabilities are generated by in-
troducing inhomogeneities in the feedback gain all along the
cochlea, as have been postulated to exist in the biological
cochlea.

II. MODEL DESCRIPTION

The basis of the model used in this investigation is that
of Neely and Kim �1986�. Elliott et al. �2007� showed that it
is possible to recast this frequency-domain system in state
space. State space is a mathematical representation of a
physical system that is commonly used in control engineer-
ing �Franklin et al., 2005�. One advantage of this formulation
is that there are widely available, well-developed tools to
study the behavior of such models. For example, it is
straightforward to simulate state space models in the time
domain using the ordinary differential equation solvers in
MATLAB.

This section presents some minor revisions to the linear
state space model and the necessary additions in order to
account for CA nonlinearity in the time domain. Interested
readers are directed to previous work for a more in-depth
description of the model �Neely and Kim, 1986; Ku et al.,
2008; Ku, 2008� and the state space formulation �Franklin
et al., 2005; Elliott et al., 2007�.

A. The linear model

The active linear model seeks to represent a human co-
chlea’s response to low-level stimuli where the CA is work-
ing at full strength. The Neely and Kim �1986� microme-
chanical model is based upon physical structures of the OC;
it consists of a two-degree-of-freedom system with an active
element in a feedback loop. This active element provides
“negative damping” such that the cochlear TW due to a pure
tone is enhanced basal of its peak. The original model de-
scribed the cat cochlea; Ku et al. �2008� revised the param-
eters to account for the characteristics of a human cochlea.
Minor modifications are provided here to reproduce the
variation in TW wavelength as a function of position, as
deduced from OAE data �Shera and Guinan, 2003�. The pa-
rameters that have been updated from Ku et al. �2008� are
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shown in Table I. The micromechanical model and physical
meaning of these quantities are described in Elliott et al.
�2007�.

The TW wavelength at its peak is approximately 0.5 mm
at locations basal of 5 mm in the model; apical of this posi-
tion, the TW wavelength increases linearly with position ap-
proaching 1.5 mm at the apex. The other TW characteristics
such as enhancement and tonotopic tuning are broadly un-
changed. A thorough review of the model and its responses
to stimuli can be found in Ku �2008�.

The macromechanical formulation of the state space
model �Elliott et al., 2007� is based upon the work of Neely
�1981� and Neely and Kim �1986�. A finite difference ap-
proximation is used to discretize the spatial derivatives in the
wave equation and boundary conditions of the model. The
local activity of the cochlear partition segments is related to
the fluid mechanics by the one-dimensional wave equation in
matrix form:

Fp�t� − ẅ�t� = q , �1�

where p�t� and ẅ�t� are the vectors of pressure differences
and cochlear partition accelerations, F is the fluid-coupling
matrix, and q�t� is the vector of source terms that serves as
the input to the macromechanical model; in the baseline form
of the model, q�t� is zero except at the stapes. The cochlear
micromechanics of isolated partition segments are described
by individual matrices. When Eq. �1� is substituted into an
equation combining all the uncoupled elemental matrices,
including the middle ear boundary at the base and the heli-
cotrema at the apex, the dynamics of the fluid-coupled model
can be described by the state space equations

ẋ�t� = Ax�t� + Bu�t� �2�

and

y�t� = Cx�t� + Du�t� , �3�

where A is the system matrix that describes the coupled me-
chanics, x�t� is the vector of state variables which include
BM and tectorial membrane �TM� velocities and displace-
ments, B is the input matrix, u�t� is a vector of inputs equal
to F−1q�t�, y�t� is the output variable �BM velocity in this
case�, C is the output matrix, and D is an empty feed-through
matrix. The details of this formulation are described by El-
liott et al. �2007�.

B. The nonlinear model

Including nonlinearity in a cochlear model can add com-
plexity and greatly increase the computational intensity of a
given simulation. However, there are many fundamental at-
tributes of the cochlea that are not captured in a linear model.
The primary source of saturating nonlinearity in the cochlea
is the relative decrease in the OHC feedback force with in-
creasing driving level; this effect is sometimes referred to as
“self-suppression” in the literature �Kanis and de Boer,
1993�.

To incorporate a saturation nonlinearity into the state
space model, the feedback gain, �, is made to depend on the
instantaneous shear displacement between the BM and the
TM, �c. This can be expressed in state space as a time-
varying version of the system matrix in Eq. �2�, A�t�, so that

ẋ�t� = A�t�x�t� + Bu�t� , �4�

where

A�t� = Apassive + ���c�t��Aactive. �5�

The current model does not make any assumptions re-
garding the precise mechanisms of the electro-mechanical
transduction in OHCs. The goal was to integrate the least
complex saturation function into the model that also pro-
duces realistic results. A first order Boltzmann function is
used to approximate the local saturation of the CA feedback
force with level because its shape well approximates the
input-output �pressure to intracellular voltage� characteristics
of OHCs measured in isolation �e.g., Cody and Russell,
1987; Kros et al., 1992�. This function is applied to the dis-
placement input of the feedback loop that determines the
OHC force in the time domain:

f�u� = �� 1

1 + �e−u/� −
1

1 + �
� , �6�

where u is the input displacement, � sets the saturation point,
� affects the slope of the output, and � affects the asymme-
try of the function. In order to set the slope of the function to
unity for small input displacements, u, it is necessary to con-
strain

� =
��

�1 + ��2 . �7�

The free parameter, �, is set to 3. The function and its slope
are illustrated in Fig. 1.

In order to determine ��t�, the shear displacement wave-
form is passed through the Boltzmann function and scaled by
the waveform itself:

���c�t�� = � f��c�t��
�c�t�

� . �8�

The nonlinearity is thus both instantaneous and memory-less.
While the saturation point variable of the Boltzmann

function, �, is set to 1 in Fig. 1 for illustration purposes, it is
varied as a function of position in this model of the nonlinear
cochlea. Due to the decrease in BM stiffness with distance
from the stapes, the cochlear partition will deflect more at the
apex relative to the base when driven by a constant pressure.

TABLE I. Model parameters for the revised quantities to represent a human
cochlea.

Quantity Revised formula �SI� Units

k1�x� 1.65�109e−279�x+0.00373� N m−3

c1�x� 9+9990e−153�x+0.00373� N s m−3

m1�x� 4.5�10−3 kg m−2

k2�x� 1.05�107e−307�x+0.00373� N m−3

c2�x� 30e−171�x+0.00373� N s m−3

m2�x� 7.20�10−4+2.87�10−2x kg m−2

k3�x� 1.5�107e−279�x+0.00373� N m−3

c3�x� 6.6e−59.3�x+0.00373� N s m−3

k4�x� 9.23�108e−279�x+0.00373� N m−3

c4�x� 3300e−144�x+0.00373� N s m−3
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Thus, ��x� has a considerable impact upon the results of the
simulation. In order to generate a sensible ��x�, the maxi-
mum displacement at a given location, calculated across fre-
quencies in the coupled linear model, is used as a template
for ��x� at locations approximately 6 mm�x�27 mm; � is
fixed to constant values outside this range. This distribution
is normalized to the maximum value and scaled by 10 nm; a
saturation point that is approximately 1 nm at the base yields
results that are similar to various experimental measurements
made in animals �Robles and Ruggero, 2001�. The final dis-
tribution of ��x� is shown in Fig. 2.

III. Results

A. Linear stability tests

One of the advantages of the state space formulation is
that it is possible to test the linear stability of a model. This
is accomplished by calculating the eigenvalues of the system
matrix, A, which correspond to the system poles �Franklin
et al., 2005�. Ku et al. �2008� generated linear instabilities in
the state space model by introducing inhomogeneities in the

otherwise smooth distribution of ��x�. The statistics of these
instabilities satisfied a variety of predictions of the coherent
reflection theory of SOAE generation. One aspect of human
SOAE data that was not accounted for in the model of Ku et
al. �2008� is the variation in SOAE spacings with frequency
�Shera, 2003�. This is addressed by the revised set of param-
eters presented in Table I.

Figure 3 represents the summarized stability tests of 200
cochlear models. Random “dense” distributions of ��x� were
generated by filtering Gaussian white noise with fifth order
Butterworth filters using a wide bandwidth of spatial fre-
quencies �see Ku et al., 2008; Lineton, 2001�. In contrast to
a “sparse” distribution of ��x�, a dense distribution contains
significant spatial wavenumber content at one-half the TW
wavelength at its peak at all locations in the cochlea �Ku,
2008�. The peak-to-peak variation in ��x� was held at a con-
stant of 15%. The results of Fig. 3 show good qualitative
agreement with statistics of measured SOAE spacings in hu-
mans �see Fig. 3 of Shera, 2003�.

B. Nonlinear simulation: Step-change in �„x…

In order to better understand the LCOs that develop in
unstable nonlinear cochleae, the response of a model with a
single linear instability is analyzed in detail. This instability
is generated in the state space cochlea at 1.214 kHz by ap-
plying a step-distribution of feedback gain with ��x
�18.9 mm�=1 and ��x	18.9 mm�=0.85. As shown in
Fig. 4, a single pole exhibits a positive real part, 

=0.031 ms−1, thus indicating that the system is unstable. It is
also possible to create a model with a single unstable pole by
applying a random ��x�, though a step-distribution of ��x�
has the added benefit that there is no ambiguity in the loca-
tion of the reflection site.

The stability plot has been introduced previously as a
convenient way of representing the poles of the system �El-
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FIG. 2. Nonlinear saturation point of the micromechanical feedback loops
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FIG. 1. Boltzmann function characteristics with saturation parameter �=1.
�a� Output vs input. �b� Slope of output vs input.

FIG. 3. Variation in the spacings between adjacent linear instabilities plotted
against the geometric mean frequency of adjacent instabilities. The low-
wavelength cut-off frequency of the random variations in ��x� is set to 0.19
mm. The darkened dots represent values of the spacings that fall within the
�1 standard deviation of the mode within 15 log-spaced bands �see Fig. 3 of
Shera �2003��. A trend line is fitted to the modes of each band.
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liott et al., 2007; Ku et al., 2008�. The imaginary part of a
pole, plotted on the horizontal axis in kilohertz, represents its
frequency; the real part of a pole, plotted on the vertical axis
in inverse milliseconds �ms−1�, represents its rate of expo-
nential growth or decay. Thus, a pole with a positive real part
indicates that the system is unstable. Note that Fig. 4 only
shows a small portion of the overall stability plot in order to
emphasize the instability.

When the unstable model presented in Fig. 4 is excited
in the nonlinear time domain by a click at the stapes, mul-
tiple TW reflections occur between the step-discontinuity in
��x� and the middle ear boundary condition to form a co-
chlear standing wave. This becomes a LCO over time due to
the saturation of the CA. The cochlear response is plotted as
a function of position and time in Fig. 5. Backward TWs are
visible after the initial transient wavelet passes through the
location of the discontinuity, x=18.9 mm. The spectrum of
the pressure at the stapes also varies with time; this is of
particular interest because it is understood that this pressure
induces motion in the middle ear bones to generate OAEs in
the ear canal. It is also possible to calculate the resulting
pressure in the ear canal, though this is left to future work in
order to simplify the interpretation of results.

The pressure spectrum at the base is plotted over four
time windows in Figs. 6�a�–6�d�. Superimposed on each
frame is the stability plot over this frequency range. Blunt
peaks are visible in the pressure spectrum of Fig. 6�a� at
frequencies corresponding to the near-unstable poles as well
as the single unstable frequency. The levels of these peaks
also seem well-correlated with the relative magnitudes of the
real parts of the poles, 
i. This is consistent with the calcu-
lated linear transient response of a system with damped
modes, which would include spectral components at each of
the resonant frequencies of the system. The decay of these
components is determined by the magnitude of the real parts
of the corresponding poles, 
i.

In this nonlinear system, distortion is visible at the sec-
ond and third harmonics of the fundamentals. As later time

frames are examined, only the response at the linearly un-
stable frequency and its harmonics persist. The frequency of
the primary LCO in Fig. 6�d� is within 0.04% of the linear
prediction, 1.214 kHz. The spectral resolution of the panels
improves as longer time windows are analyzed in later time
frames.

1. Interpretation in terms of TWs

The discrete Fourier transform �DFT� of the BM veloc-
ity is computed from 1000� t�3000 ms at the frequency of
the LCO, 1.214 kHz, for each location in the cochlea; the
magnitude and phase are shown in Fig. 7. In the steady-state
response of the model with a single linear instability due to a
step-change in ��x�, the peak in the TW phase as a function
of position occurs basal to the peak in magnitude. This is

FIG. 5. Click response of the unstable nonlinear cochlear model described
in Fig. 4. BM velocity is plotted against time and position along the cochlea.
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FIG. 6. Superimposed stability plots of the linear system �right axes� and the
spectrum of the pressure at the base of a nonlinear, unstable cochlea �left
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sometimes interpreted to mean that the TW is reflected basal
to the location of the impedance discontinuity, resulting in a
roundtrip delay that is less than twice the forward delay. The
actual physical meaning of the data can be clarified by ex-
amining this result in closer detail.

The dominant direction of wave propagation in this co-
chlear model is indicated by the sign of the slope of the
phase response as a function of position, �� /�x. For in-
stance, a positive phase slope indicates a predominantly
backward TW, a zero phase slope indicates a standing wave,
and a negative phase slope indicates a predominantly for-
ward TW. It is not a coincidence that the position where the
phase slope is zero is located within the negative damping
region at this frequency, which extends approximately 2 mm

basal and 1 mm apical of the �� /�x=0 place. The imposed
step-discontinuity in ��x� coincides with both the apical end
point of the negative damping region, shown in Fig. 7 as a
shaded area, and the location of maximum TW magnitude.

When the initial forward traveling wavelet passes
through the negative damping region, it is amplified at the
frequency of the instability. This response peaks at the loca-
tion of the step-discontinuity, which causes a wavelet to be
reflected back toward the base. As this reflected wavelet
passes back through the negative damping region, it is again
amplified. The amplification of backward TWs in a one-
dimensional model has been previously demonstrated by Tal-
madge et al. �1998�. The peak in the phase response repre-
sents the only position along the BM where the amplitudes
of forward and backward TWs are equal; as a result, the TW
is “standing” at the �� /�x=0 location. The nearby ripples in
the magnitude are likely due to constructive and destructive
interference of forward and backward TWs; this is only vis-
ible where these TW components are approximately equal in
amplitude.

Perhaps contrary to one’s intuition, the roundtrip TW
delay is still twice the forward delay. However, this is no
longer apparent from the phase plot as the backward TWs are
hidden “under” the dominant forward TWs in the overlap
region basal to the characteristic place. Similar plots are gen-
erated when forward TWs are reflected by spatially random
inhomogeneities in linear wave models �Neely and Allen,
2009�.

2. Linear analysis of the steady-state nonlinear
response

Given both steady-state pressure and velocity, it is pos-
sible to reconstruct the effective linear feedback gain as a
function of position in this nonlinear simulation, �eff�x�; this
line of reasoning follows from de Boer’s �1997� EQ-NL
theorem. Solving the BM impedance equation �Eq. 12 in
Neely and Kim, 1986� for the effective feedback gain yields

�eff�x�	 f=1.214 kHz = �Z1Z2 + Z1Z3 + Z2Z3 − �Z1 + Z2��P�x�/�̇b�x��
Z2Z4

�
f=1.214 kHz

, �9�

where P�x� is the pressure difference across the cochlear

partition, �̇b�x� is the BM velocity, and Zi are the frequency-
and position-dependent impedances of the micromechanical
model �Neely and Kim, 1986�. The distribution of �eff�x� that
is calculated from the above nonlinear simulation at steady-
state is presented in Fig. 8, in addition to the original im-
posed ��x�. In the region just basal to the TW peak, where
negative damping takes place, �eff�x� is less than the imposed
gain. The effective gain calculation breaks down beyond x
 �23 mm, where the TW becomes evanescent.

It is informative to now apply �eff�x� to a linear state

space cochlea to study its stability, as shown in Fig. 9. �eff is
set=0.85 for x23 mm in this linear stability test. The pole
located at 1.214 kHz is no longer unstable, but its real part is
very nearly zero. The effective linear system will ring at
1.214 kHz with a velocity distribution that is almost identical
to that of Fig. 7, but its oscillations will neither grow nor
decay significantly with time; this is consistent with the ob-
served LCO behavior in the nonlinear simulation. From this,
it is possible to deduce that the amount of work done by the
CA at this frequency is equal to the losses in the cochlear
model, as predicted by the coherent-reflection theory �Shera,
2003�.
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C. Nonlinear simulations: Random changes in �„x…

When multiple linear instabilities are predicted, it is pos-
sible that nonlinear interactions between the resultant LCOs
will suppress one another or generate intermodulation distor-
tion. This subsection presents simulations of cochleae with
dense inhomogeneities that express a broad band of spatial
frequencies, as in Ku et al. �2008�. In the first instance, a
linearly unstable system with a spatially limited region of
inhomogeneity is generated to study the interactions of a
small number of instabilities. Subsequently, systems with in-
homogeneities distributed along the lengths of the cochlear
models are examined. In each case, the spectral content of
LCOs in nonlinear time domain simulations is compared
against the frequencies of the linear instabilities.

1. Isolated region of inhomogeneity

In order to restrict the inhomogeneous region in space, a
3.5 mm long Hann window is extended by inserting 3.5 mm

ones at its midpoint; zeros are padded outside this range, and
the function is centered at x=19 mm. By applying this ex-
tended Hann window to a dense distribution of random in-
homogeneities in ��x�, five linear instabilities are generated
at f = �0.979,1.080,1.145,1.229,1.296� kHz, as shown in
Fig. 10. As before, the nonlinear pressure spectrum at the
base of the cochlear model is calculated across four time
windows and compared with the linear stability plot in Fig.
11.

The evolution of the nonlinear response shown in Fig.
11 is analogous to that of Fig. 6. In the earliest time frame
�Fig. 11�a��, there are peaks in the pressure spectrum at all of
the resonant modes generated by the inhomogeneities—both
stable and unstable. However, as time progresses, the peaks
at the near-unstable frequencies die away. In contrast to the
case of the isolated instability, not all of the linearly unstable
frequencies are represented at steady-state, as seen in Fig.
11�d�. Peaks are also detected at frequencies that correspond
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to intermodulation distortion between the persistent linearly
unstable LCOs. These trends are summarized and clarified
by Fig. 12, which plots the variation in the magnitudes of
three sets of frequency components with time.

The magnitudes of the basal pressure response at the
near-unstable frequencies in Fig. 12�a� all drop away into the
simulation’s noise floor within approximately 500 ms of the
initial stimulus. This rate of exponential decay is roughly
�150 dB/s. The magnitudes of three of the five linearly un-
stable frequencies, located at 1.08, 1.145, and 1.296 kHz,
also decay away with time, as shown in Fig. 12�b�. This is
believed to be due to mutual suppression of the LCOs. How-
ever, the decay rate of these components is markedly slower
than that of the near-unstable frequencies. For instance, the
f =1.296 kHz and f =1.080 kHz magnitudes initially decay
away at approximately �100 and �70 dB/s, while the f
=1.145 kHz component diminishes much more slowly at
roughly �10 dB/s. Only two of the linearly unstable fre-
quencies, located at f =1.229 kHz and f =0.979 kHz, evolve
into stable LCOs; the magnitudes of these persistent compo-
nents stabilize at �0.8 and �3.5 dB SPL, respectively.

The magnitudes of a number of commonly observed dis-
tortion products which result from three assumed primaries
are given in Fig. 12�c�. In addition to the most commonly
studied distortion product OAE �DPOAE�, the “lower” cubic
distortion product �2f l− fh�, another nearby DPOAE �2fh

− f l� is also examined. General notations of f l and fh, corre-
sponding to the frequencies of the lower tone and the higher
tone, are adopted above to avoid confusion with the notation
for the selected primaries. The primaries chosen are the three

linearly unstable frequencies that persist in amplitude: f1

=0.979 kHz, f2=1.145 kHz, and f3=1.229 kHz. The mag-
nitudes of the distortion products at 2f1− f3 and 2f3− f1 mir-
ror the persistence of the two primaries at f1 and f3, just as
the magnitudes of the other four distortion products show
slow decay, in a manner similar to f2. Note, however, that
decay rates of these distortion products are somewhat less
steep than that of f2; this is perhaps because the amplitudes
of the other primaries are stable.

The time-varying SOAE phase analysis described by
van Dijk and Wit �1998� was performed upon the hypoth-
esized distortion product LCOs �DPLCOs� shown in Fig.
12�c�. It was determined with a high degree of confidence
that these LCOs were all phase-locked to their assumed pri-
maries with the exception of 2f2− f3=1.061 kHz and 2f2

− f1=1.311 kHz. The latter case can be explained because
another nearby DPLCO, 2f3− f2=1.313 kHz, appears to
have suppressed the 1.311 kHz signal; the DPLCO at 1.313
kHz is indeed phase-locked to 2� f3

−� f2
. It is possible that

the LCO at 1.061 kHz is not locked to 2� f2
−� f3

given its
proximity to a linear instability at 1.080 kHz. One might also
observe that f1
3f2−2f3 within 0.1%. However, the phase
analysis shows that the LCOs at f1, f2, and f3 are in fact
independent of one another as � f1

− �3� f2
−2� f3

� varies con-
tinuously with time; one explanation is that the distortion
generated at roughly this frequency is being entrained by the
underlying linear instability at f1.

One of the salient features of mammalian SOAEs is the
distribution of spacings between unstable frequencies. The
steady-state basal pressure spectrum of this system is plotted
in Fig. 13�a�. To examine the log-normalized spacings be-
tween adjacent limit cycles, an arbitrary threshold was set at
�65 dB below the strongest instability to choose frequencies
for analysis. The resultant �f spacings of the selected limit
cycles are shown in Fig. 13�b�. The direct spacings between
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selected LCOs are plotted instead of the log-normalized
spacings to emphasize the harmonic nature of the spacings.

2. Inhomogeneities throughout the cochlear
model

When random dense inhomogeneities are introduced
along the entire length of the cochlear model, linear instabili-
ties can be generated across its whole frequency range. In
this subsection, 3 s long nonlinear time domain simulations
are performed on 20 linearly unstable cochlear models. The
peak-to-peak variations in ��x� range logarithmically from
2% to 20%. Between 100 and 160 h are required to compute
a single 3 s long nonlinear time domain simulation, where
smaller peak-to-peak variations in ��x� required less time.
Even at the highest applied values of feedback gain, all of
the isolated micromechanical models remain stable; the sys-
tem only becomes unstable when all of the cochlear elements
are coupled together by the fluid.

Figure 14 I and II show the results for two of these
cochlear models. The peak-to-peak variations in ��x� are
3.67% and 10.9%, respectively. Note that the apparent
steady-state “noise floor” rises as the peak-to-peak variation
in ��x� increases. However, the error computational toler-
ances are held constant for all 20 simulations, indicating that
the apparent noise is due to cochlear activity. The �a� panels
of Fig. 14 I and II show the steady-state basal pressure spec-
trum in detail over a small frequency range. A number of
LCOs are selected to be analyzed in terms of their adjacent
log-normalized spacings.

In Figs. 14 Ib and IIb, the spacings between adjacent
selected LCOs are plotted as a function of the geometric
mean of a given pair of LCOs; the same notation as in the �a�
panels is preserved, but diamonds ��� are also included to
represent the spacings between adjacent linear instabilities.
Some spacings between LCOs are marked by all symbols—a
circle, a diamond, and an asterisk—thus indicating that two
adjacent LCOs both correspond to linear instabilities.
Though there are a number of such near-overlaps, this is
more often the exception than the rule.

The best process of determining what qualifies as a
SOAE given an experimental measurement has been previ-
ously debated within the literature �e.g., Talmadge and Tubis,
1993; Zhang and Penner, 1998; Pasanen and McFadden,
2000�. These methods seek to isolate and identify SOAEs
from physiological background noise. In the case of the
present simulations, it can be argued that every steady-state
oscillation is potentially a SOAE: The only “true” noise in
the system is due to simulation error, which is well below the
magnitude of the LCOs. Thus, the challenge here is not to
identify what signals originate in the cochlear model, but
rather which LCOs might be detected and labeled as SOAEs
in the ear canal.

Peaks in the spectrum are identified by comparing a
given frequency magnitude to the magnitude at the adjacent
lower frequency. If the magnitude increases by a certain
threshold, the frequency at which the highest local magni-
tude occurs is selected as a possible SOAE. The chosen
threshold decreases linearly from 70 to 35 dB as a function
of logarithmically increasing peak-to-peak variation in ��x�.

If this threshold is set too low, an unrealistic number of sharp
peaks are detected in models with small peak-to-peak varia-
tions in ��x�; if this threshold is set too high, almost no peaks
are detected in models with large peak-to-peak variations in
��x�. This is due to the changing level of the apparent noise
floor with peak-to-peak variations in ��x�. It is not claimed
that this method is optimal or ideal, but it represents a first
attempt to compare the spacings between nonlinear LCOs to
those of the linear instabilities. Further consideration of this
topic is given in the discussion.

The spacing data from all 20 simulations are plotted
simultaneously in Fig. 15. Panel �a� shows the spacings of all
the linear instabilities from these models, whereas panel �b�
shows all the spacings from selected nonlinear LCOs from
these simulations. While the spacings between linear insta-
bilities show a relatively tight banding, the spacings between
nonlinear LCO frequencies are much more sparsely spread
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apart. Compared to Fig. 13�b�, there is far less uniformity in
Fig. 15�b�; this suggests that the interactions of LCOs in
models with inhomogeneities at all x are less local and there-
fore more complex. There is also a large cluster of nonlinear
LCO spacings at low mean frequencies and f /�f spacings in
Fig. 15�b� that do not correspond to the frequencies of linear
instabilities. These LCOs appear to be due to difference
tones generated by higher-frequency “primary” oscillations.
The f3− f2=0.083 kHz LCO shown in Fig. 13 is an example
of such a difference tone.

IV. DISCUSSION AND CONCLUSIONS

The state space model of the cochlea has been applied to
study the nonlinear activity of linear instabilities. Isolated
instabilities clearly exhibit the features of Zweig and Shera
�1995� coherent-reflection theory of SOAE generation. How-
ever, the oscillations due to linear instabilities can interact to
suppress one another or generate intermodulation and har-
monic distortion.

The nonlinear simulations presented here have illus-
trated how SOAEs may evolve in the biological cochlea as
LCOs. In the simplest system, a step-distribution of ��x� was
applied to a cochlear model that generated a single linear
instability. The resultant nonlinear steady-state response only
oscillated at the frequency of the linear instability and its
harmonics. The magnitudes of the first and second harmonics
were approximately 40 and 80 dB down from that of the
fundamental tone. The form of the saturation nonlinearity
applied to the feedback loop strongly affects these values.
For instance, a symmetrical function such as the hyperbolic
tangent will not generate any even-order distortion.

When multiple linear instabilities are present in a non-
linear simulation, the principles of the coherent-reflection
theory are applicable but with some important additional
considerations. As seen in Fig. 12�b�, oscillations at linearly
unstable frequencies can be suppressed over time. The rate of
this suppression can vary from instability to instability. How-

ever, the nonlinear suppression of linear instabilities takes
place over much longer time scales than the exponential de-
cay of the linearly near-unstable modes.

Sharply tuned but diminishing tones, similar to the be-
havior of the oscillations at near-unstable frequencies, have
been detected in the course of measuring the spectra of hu-
man SSOAEs; these are referred to as “decaying compo-
nents” �Sisto et al., 2001; Jedrzejczak et al., 2008�. These
authors reported decay rates on the order of �500 dB/s.
Much shorter time epochs �around 80 ms� are commonly
used in experimental measurements of SSOAE to maintain
high signal-to-noise ratios when averaging over many re-
cordings, relative to the 3000 ms simulations. When the ini-
tial decay rates of the near-unstable modes shown in Fig.
12�a� are examined in detail over the first 100 ms following
the click stimulus �data not shown�, decay rates ranging from
approximately �200 to �500 dB/s are found. This suggests
that the measured SSOAE decaying components are likely
due to stable resonances caused by multiple reflections be-
tween the base and apical inhomogeneities.

Assuming that the real cochlea behaves as the model, it
should be possible to record the decay of oscillations due to
click-stimulated linear instabilities that are suppressed over a
matter of seconds, given ears with multiple SOAEs. Unfor-
tunately, the extended recording periods required make this
long SSOAE measurement less attractive in practice. One
would also expect the existence of SOAEs that are generated
by intermodulation distortion between two primary SOAEs,
as first reported by Burns et al. �1984�. Applying the meth-
odology outlined by van Dijk and Wit �1998� showed that
most of the presumed third order DPLCOs in Fig. 12�c� were
indeed locked to their linearly unstable primaries �data not
shown�. van Dijk and Wit �1998� argued that a DPLCO may
entrain an independent LCO. This phenomenon was not ob-
served in the linearly unstable modes corresponding to f1, f2,
and f3 in Fig. 12�a�; it may be that the fifth order intermodu-
lation distortion generated by f2 and f3 was not strong
enough to entrain the linearly unstable mode at f1.

One question of interest is whether the spacings between
adjacent linear instabilities are commensurate with the spac-
ings between adjacent nonlinear LCOs. Unfortunately, at this
time, there is no direct method of ascertaining which linear
instabilities will evolve into persistent LCOs except by non-
linear simulation. The primary difficulty associated with in-
terpreting the spacings between LCOs is how to decide
whether a given peak in the basal pressure spectrum would
be labeled as a SOAE. The somewhat ad hoc method applied
in this paper represents an initial attempt to interpret the
results.

Perhaps a more robust method for selecting nonlinear
LCOs as potential SOAEs would involve transforming the
pressure at the base to the pressure in the ear canal. The
LCOs that protrude above the physiologically measured
noise floor would then be designated SOAEs. This may re-
duce the number of selected LCOs at very low frequencies,
for instance, due to the band-pass nature of the reverse
middle ear transfer function �Puria, 2003�. However, the
best-attainable noise floor of experimental measurements of
SOAEs is a function that varies with quantities such as fre-
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quency and processing technique. In addition, there is no
guarantee that model parameters such as the saturating point
as a function of position, ��x�, accurately reflect the biophys-
ics of the cochlea. As such, the complexity of the post-
processing techniques must be balanced against the current
uncertainties in the modeling of the system. Further refine-
ments in this area are left to future work, though some gen-
eral conclusions can be made from these simulations.

Most LCOs presented in Fig. 14 fall within 1% of the
frequency of pre-existing linear instabilities. However, there
are gaps where linear instabilities are suppressed. There is
also a significant subset of LCOs that exist at frequencies not
predicted by linear analysis. This is most visible in Fig. 14
Ia, where there are several frequency ranges that are free of
linear instability. For instance, the LCOs at f �2 kHz, f

3.5 kHz, and 4.5� f �5.5 kHz all lack linear counter-
parts. The spacings between these LCOs, as shown in Fig. 14
Ib, are all similar to those of the nearby linearly predicted
spacings.

Consider that the nearest distortion product frequencies
of two hypothetical primary LCOs at 1.0 and 1.1 kHz would
be located at 0.9 and 1.2 kHz. This would result in �f spac-
ings that fall at regular intervals. Even if there is a region
free of LCOs that correspond to linear instabilities, perhaps
due to nonlinear suppression or a smoother local variation of
cochlear partition impedance, it is likely that a distortion
product will be generated nearby due to the next higher two
�or previous lower two� instabilities in frequency. Although
linear reflection is no longer the mechanism giving rise to all
LCOs, the local spacings predicted by the coherent-reflection
theory would still be expressed. This phenomenon neverthe-
less requires that a dense distribution of inhomogeneities be
present in the first place to fix the regular underlying spac-
ings between linear instabilities, as dictated by the TW wave-
length at its peak and the frequency-to-place map. Thus, the
model predicts that human SOAEs are amplitude-stabilized
cochlear standing waves and their intermodulation distortion
products.

When spectra surrounding individual LCOs are exam-
ined, the sharpness of the peak varies from one simulation to
the next. This is related to the level of the apparent noise
floor, which varies proportionally with the peak-to-peak
variations in ��x�. Presumably, the increase in cochlear noise
with the magnitude of the inhomogeneities is a result of an
increasing number of linear reflections generating LCOs,
each generating its own distortion. This cochlear noise ap-
pears to widen the spectral widths of LCOs in a manner that
is analogous to the effect of random noise upon the spectral
widths of van der Pol oscillators �e.g., Bialek and Wit, 1984;
Long et al., 1991, 1996; van Dijk and Manley, 2009�.

Nonlinear simulations are capable of revealing intrica-
cies of the cochlea not predicted by linear analysis. The find-
ings presented in this paper reinforce the need to take the
saturation of the CA into account when dealing with inher-
ently nonlinear phenomena such as SOAEs; this is facilitated
by the use of the state space formulation. In this context,
nonlinear simulations are necessary as there is currently no
method to predict which linear instabilities will develop into

persistent LCOs and thus potential SOAEs. It is hoped that
more researchers will adopt nonlinear models as there are
still many cochlear phenomena to explore.
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A nonlinear piezoelectric circuit is proposed to model electromechanical properties of the outer hair
cell �OHC� in mammalian cochleae. The circuit model predicts �a� that the nonlinear capacitance
decreases as the stiffness of the load increases, and �b� that the axial compliance of the cell reaches
a maximum at the same membrane potential for peak capacitance. The model was also designed to
be integrated into macro-mechanical models to simulate cochlear wave propagation. Analytic
expressions of the cochlear-partition shunt admittance and the wave propagation function are
derived in terms of OHC electro-mechanical parameters. Small-signal analyses indicate that, to
achieve cochlear amplification, �1� nonlinear capacitance must be sufficiently high and �2� the OHC
receptor current must be sensitive to the velocity of the reticular lamina.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3158919�
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I. INTRODUCTION

The outer hair cells �OHCs� in mammalian cochleae are
thought to provide a feedback that results in cycle-by-cycle
amplification of traveling waves �Patuzzi, 1996; Robles and
Ruggero, 2001; Dallos, 2008�. This amplification has been
considered necessary to account for the fine tuning and high
sensitivity of hearing �Shera, 2007�. Two “active” mecha-
nisms possibly contribute to this amplification: �1� a hair-
bundle �HB� motility generated during mechano-electrical
transduction �MET� �Hudspeth, 1997� and �2� a somatic mo-
tility generated by protein motors embedded in the lateral
membrane �Brownell et al., 1985; Ashmore, 1987�. Both
mechanisms are nonlinear: the force generated by the elec-
tromotile HB is a nonlinear function of HB deflection angle
�Fettiplace et al., 2006� and the contraction and the gating
charge due to the electromotile membrane are both a nonlin-
ear function of trans-membrane voltage �Santos-Sacchi,
1991�.

Nonlinear micro-mechanical models have been con-
structed to describe HB motility �e.g., Tinevez et al., 2006�
and somatic motility �Iwasa and Adachi, 1997; Spector et al.,
1999�, respectively. Recently, nonlinearity in HB motility has
been incorporated in simulations of cochlear mechanics �Ra-
mamoorthy et al., 2007; Lu et al., 2009�. Nonlinearity in
somatic motility, however, was ignored in these studies. This
paper presents a step toward assessing the role of nonlinear
OHC somatic motility in cochlear mechanics. A nonlinear
piezoelectric membrane model is presented. The model cap-
tures various features in OHC somatic motility and can be
integrated with cochlear models to simulate interaction be-
tween OHC and surrounding structures at auditory frequen-
cies.

Mountain and Hubbard �1994� first proposed to model
OHC somatic motility as a piezoelectric effect. Electromotil-

ity was represented by an ideal piezoelectric transformer.
The transformer converts voltage to force and couples gating
charge to axial contraction. The original model, being linear
and one-dimensional, has been extended to describe the non-
linearity in electromotility �Iwasa and Adachi, 1997; Spector
et al., 1999� and the anisotropic stress-strain relations of the
lateral wall �Tolomeo and Steele, 1995; Iwasa and Adachi,
1997�. More recent theoretic extensions include a high-
frequency resonance due to coupling between electrical and
mechanical waves within the lateral wall �Weitzel et al.,
2003� and OHC volume non-conservation in slower pro-
cesses �Allen and Fahey, 2006�. Foundation of OHC piezo-
electricity in statistical mechanics was also described �Iwasa,
2001�. A comprehensive review of OHC membrane electro-
mechanical models was given by Spector et al. �2006�.

Piezoelectric membrane models have been incorporated
into cochlea models �Lu et al., 2006; Ramamoorthy et al.,
2007; Lu et al., 2009� to simulate auditory tuning curves
�Ruggero et al., 1990; de Boer and Nuttall, 2000; Cooper,
1998; Ren and Nuttall, 2001�. Using control theory, Lu et al.
�2006� explained how an electrically low-pass OHC mem-
brane would allow traveling waves to amplify at higher fre-
quencies. For simplicity, all the electro-mechanical param-
eters were kept linear. Ramamoorthy et al. �2007� and Lu
et al. �2009� introduced nonlinearity to the MET in their
models. Both studies correctly simulated the broadening of
cochlear tuning and the decrease in gain as intensity of the
stimuli increases. However, the role of nonlinear somatic
motility in cochlear tuning remains unexplored.

The two sources of motility have different positions in
the OHC feedback loop. Relative to the OHC filter �Neely,
1985�, HB motility must be placed before it, and somatic
motility, after. Numerical simulation has shown that the spec-
tral distribution of harmonic distortion is sensitive to the po-
sition of nonlinearity in the feedback loop �How et al.,
2009�. Thus, it is conceivable that nonlinearities in HB mo-
tility and somatic motility may also have different contribu-
tion to other phenomena in cochlear signal processing.

a�Author to whom correspondence should be addressed. Electronic mail:
liuy@boystown.org
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Therefore, it is desirable to model nonlinearities separately in
the two sources of OHC motility so as to study macroscopic
phenomena in cochlear mechanics.

This paper reports a step toward this goal. An OHC
membrane model is proposed in Sec. II and an equivalent
circuit diagram is shown. Nonlinear analyses of the circuit
are performed, and results are compared to experimental data
for nonlinear capacitance and voltage-dependent cell compli-
ance. Section III demonstrates how the model can be inte-
grated with a model of the cochlear partition, and tuning
properties near the hearing threshold are derived via a small-
signal analysis. In Sec. IV, OHC physiological conditions for
traveling-wave amplification are further explored. The
present model is compared to previous models, and discus-
sions are given in Sec. V.

II. THE PROPOSED MEMBRANE MODEL AND ITS
PREDICTIONS

In this section, an equivalent circuit model for the OHC
membrane is presented. The circuit represents a relation be-
tween the OHC receptor current ir and the membrane poten-
tial V. It predicts a stiffness-dependent nonlinear capacitance
and a voltage-dependent compliance, and results are com-
pared to experimental data.

A. Construction of a circuit diagram

First, let us assume that the OHC membrane has a di-
electric capacitance C and a leakage conductance G. Thus, ir

can be written as the following:

ir = GV + C
dV

dt
+ id, �1�

where id denotes a gating current due to charge displacement
induced by conformational change in the membrane motors.
Let Q=�iddt denote this charge and assume that Q is linearly
coupled to OHC motility �o:

�o = TQ . �2�

Here, a positive �o represents a reduction in the length of
OHC, and the coefficient T can be regarded as a piezoelectric
transformer ratio �Mountain and Hubbard, 1994�. Through-
out this paper, T is defined as a constant independent of V.
Further, assume that Q is a nonlinear function of V and an
internal tensile force fOHC:

Q =
Qmax

1 + exp�− �V − TfOHC − v0�/v1�
. �3�

Here, Qmax is the maximum gating charge, and v0 and v1

determine the midpoint and the slope of Q�V�, respectively.
Equation �3� is a consequence of a one-dimensional thermo-
dynamic model and its derivation is given in the Appendix.

All the equations above can be summarized by the cir-

cuit diagram shown in Fig. 1, where �̇o denotes the OHC
contraction velocity, K denotes a static OHC axial stiffness,
and Z represents a mechanical impedance if there is any
external load.

This circuit is similar to that of Mountain and Hubbard
�1994�,1 except that the gating current id charges a nonlinear

capacitor in series with an ideal transformer. The circuit dia-
gram is drawn this way to be consistent with the assumption
that Q is a nonlinear function of V−TfOHC in Eq. �3�.

It should be clarified that the piezoelectric component is
always subject to the full membrane potential V. Neverthe-
less, it is useful to think of V as the sum of V−TfOHC and
TfOHC. The advantage of such thinking will become more
obvious when conducting small-signal analyses in Secs. III
and IV.

At this point, an observation can be made: if the me-
chanical impedance of OHC is so small that TfOHC�V, the
membrane capacitance will be measured as the sum of a
constant C and a nonlinear part CNL=�Q /�V. Since Q�V� is
a Boltzmann function in Eq. �3�, its derivative CNL�V� is
bell-shaped. This agrees qualitatively with patch-clamp mea-
surements in isolated OHCs �e.g., Santos-Sacchi, 1991�.
However, if the mechanical impedance Z is not negligible,
the nonlinear capacitance CNL can be computed as described
next.

B. Nonlinear capacitance

First, let us assume that CNL is measured by sweeping
the voltage V slowly so that the mechanical impedance Z is
stiffness-dominated. Denote the stiffness of Z as Kp. Thus,
Hooke’s law defines a relation between force fOHC and dis-
placement �o as the following:

fOHC = �K + Kp��o. �4�

Combining Eqs. �2�–�4�, the following relation between Q
and V is obtained:

Q =
Qmax

1 + exp�− �V − T2�K + Kp�Q − v0�/v1�
. �5�

Note that the variable Q occurs on both sides of Eq. �5�; the
equation is transcendental and Q�V� can only be solved nu-
merically. Finally, CNL, by definition, can be computed by
taking the first derivative of Q with respect to V:

CNL � �Q

�V
. �6�

The function Q�V� is plotted in Fig. 2�a� for three dif-
ferent values of stiffness: Kp=0 represents an OHC in isola-
tion, Kp=0.05 N /m is typical of a fiber-glass probe contact-
ing the OHC during a certain kind of measurement �e.g.,
Hallworth, 2007�, and Kp=0.15 N /m is typical of OHC in
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FIG. 1. The proposed circuit model of the OHC lateral membrane. The
dashed box represents a nonlinear piezoelectric component. It is connected
to the electrical domain on the left and the mechanical domain on the right
�symbols are defined in the text�.
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situ �see stiffness of reticular-lamina �RL�, denoted as Kr in
Table I�. Results show that, at a higher Kp, Q�V� is more
spread-out.

The sum of C and CNL is shown in Fig. 2�b� as a func-
tion of V. Similar to Q�V�, it is more spread-out for a higher
value of Kp. The peak capacitance decreases and the peak
voltage shifts to the right as Kp increases.

In the extreme case when Kp approaches infinity,CNL�V�
should approach zero because the external load is too stiff for
the OHC to make any contraction. This has been experimen-
tally observed by Adachi and Iwasa �1999�. However, the
decrease in peak capacitance was not accompanied by a shift
in peak voltage. This discrepancy can be resolved by consid-
ering mechanical orthotropy in a two-dimensional membrane

model �Iwasa and Adachi, 1997�. Here, the shift in peak
voltage should be seen as an artifact due to one-dimensional
approximation of membrane elasticity in the present model.

C. Voltage-dependence of cell compliance

There has been a dispute over the voltage-dependence of
the axial stiffness of OHC. The axial stiffness decreased as a
function of membrane potential in an experiment conducted
by He and Dallos �1999�. A thermodynamic model was con-
structed to explain this result �Deo and Grosh, 2004�. How-
ever, no correlation was found between the cell compliance
�inverse of stiffness� and membrane potential in a more re-
cent experiment �Hallworth, 2007�.

It would be an interesting exercise to see whether the
present model predicts a voltage-dependence of the OHC
axial compliance. First, by multiplying Eq. �3� by T, OHC
contraction can be written as the following:

�o =
TQmax

1 + exp�− �V − TfOHC − v0�/v1�
. �7�

Further, let us assume that a small external force fext is ap-
plied in order to measure the cell compliance. The external
force reduces the internal tensile force fOHC from its static
value f �0�; that is,

fOHC = f �0� − fext. �8�

Consequently, the total contraction �tot due to fext is given by
the following:
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FIG. 2. �A� Gating charge and �B� the sum of C and CNL as a function of
membrane potential. Both functions are plotted using three different values
of load stiffness Kp=0, 0.05, or 0.15 N /m. Other OHC parameters are K
=0.02 N /m, Qmax=2 pC, T=8�105 m /C, v0=−40 mV, and v1=28.6 mV.

TABLE I. List of parameters and their values used in simulation.

Symbol Meaning �unit� Value

Organ of Corti mechanical parameters
Mr Mass of RL system �kg� 2.0�10−10

Kr Stiffness of RL system �N/m� 0.175
Rr Damping of RL system �kg/s� ��MrKr /4.0�a

Mb Mass of BM system �kg� 2.0�10−10

Kb Stiffness of BM system �N/m� 1.2
Rb Damping of BM system �kg/s� ��MbKb /6.0�a

Outer hair cell electro-mechanical properties
T Piezoelectric transformer ratio �m/C� �8�105�b

G Membrane conductance �nS� 50
C Membrane capacitance �pF� 20
c̃ Small-signal equivalent capacitance �pF� 15
�d Receptor current’s sensitivity to RL displacement �A/m� �0.02�c

�v0 Receptor current’s sensitivity to RL velocity �C/m� �2.5�10−6�c

K Static axial stiffness �N/m� �0.02�d

Physical dimensions
A Cochlear cross-sectional area �cm2� 0.01
W BM width �cm� 0.1
D Spacing of OHC in the wave-traveling direction ��m� 15

aLu et al. �2006�.
bMountain and Hubbard �1994�.
cSee Sec. V C for comparison to an estimate from Fettiplace et al. �2006�.
dHallworth �2007�.
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�tot =
fext

K
+

TQmax

1 + exp�− �V − TfOHC − v0�/v1�

=
fext

K
+

TQmax

1 + exp�− �V − Tf �0� + Tfext − v0�/v1�
,

and the cell compliance B can be calculated in the following
way:

B � ��tot

�fext
=

1

K
+ T

�Q

�ṽ

�ṽ
�fext

=
1

K
+ T2�Q

�ṽ
.

In the preceding equation, ṽ denotes V−TfOHC and can be
regarded as an equivalent voltage across the nonlinear ca-
pacitor in Fig. 1. Therefore, �Q /�ṽ can be regarded as a
small-signal equivalent capacitance of that capacitor c̃,

c̃ � �Q

�ṽ
=

Qmax

v1
·

�

�1 + ��2 , �9�

where �=exp�−�V−TfOHC−v0� /v1�. Consequently, B can be
written as

B =
1

K
+ T2c̃ . �10�

It must be clarified that ṽ is a mathematical construct and it
cannot be measured experimentally. The membrane motors
are always subject to the full potential V and it is CNL that is
measured experimentally, not c̃.

Nevertheless, c̃ is a convenient term that will occur re-
peatedly in Secs. III and IV when analyzing OHC feedback
and tuning. In Fig. 3, B and c̃ are shown as a function of V.
According to Eq. �10�, the cell compliance amount that can
change with membrane potential is T2c̃�V�. As shown in Fig.
3, the maximum compliance increment of 11 m /N corre-
sponds to c̃ of 17 pF if T=8�105 m /C.

This increment of 11 m /N in cell compliance corre-
sponds to a fractional change of 0.22 for a hypothetical OHC
with a static compliance K−1 of 50 m /N. The fractional com-
pliance change reported by He and Dallos �1999� was about
six to seven times greater than 0.22. Also, it increased mono-
tonically as a function of membrane potential, whereas the
present model predicts that the compliance reaches a maxi-
mum at approximately −40 mV. The present prediction is
similar to a previous prediction by Iwasa �2001, Fig. 3�A��.

Implications of the discrepancy between the present model’s
prediction and He and Dallos’s �1999� data are further dis-
cussed in Sec. V B.

Hallworth’s �2007� data �2007, Fig. 3�c��, however,
showed a smaller fractional compliance change in the range
of −0.4 to +0.5. Most of the data points were scattered be-
tween �0.25. Hallworth’s �2007� fractional compliance
change is comparable to what the present model predicts, but
it did not have a single maximum as a function of voltage.
Neither did it increase monotonically as a function of mem-
brane potential. The fractional compliance change predicted
by the present model, at most 0.22 if it exists, might be too
small to have been observed by Hallworth �2007�.

III. SMALL-SIGNAL ANALYSIS OF OHC FEEDBACK

Despite the partial success in explaining electro-
mechanical properties experimentally, this section proceeds
to integrate the present model with macro-mechanical co-
chlear models and calculate OHC feedback. Here and in Sec.
IV, analyses will be conducted under the small-signal as-
sumption; in other words, stimuli and responses are assumed
to have small magnitudes so that the system is represented
well by its linear approximation.

For the convenience of discussion, the OHC feedback is
characterized by a transfer function Ho�s� that relates OHC
contraction to RL displacement,

Ho�s� = �o�s�/�r�s� , �11�

where s= j� denotes the frequency variable in Laplace trans-
form. Ho�s� can be regarded as an open-loop displacement
gain produced by the OHC. To calculate it, first, note that Eq.
�2� relates �o to id in the following way:

�o = Tid/s , �12�

where the factor 1 /s represents integration with respect to
time. Subsequently, id is related to ir based on Kirchhoff’s
principle:

id = ir
�1/sc̃ + Zeq�−1

�G + sC� + �1/sc̃ + Zeq�−1 . �13�

In the preceding equation, Zeq=T2�Z+s−1K� denotes an
equivalent electrical impedance due to mechanical load im-
pedance Z and OHC static stiffness K. Finally, the receptor
current ir can be related to �r by assuming that

ir = �s�v + �d��r. �14�

In the preceding equation, �v and �d represent a velocity-to-
current and a displacement-to-current gain, respectively.
Note that ir responds to HB deflection in reality �e.g., Fetti-
place et al., 2006�, but interaction between HB and the tec-
torial membrane �TM� is not modeled here in Eq. �14�. Two
different ways to interpret the equation will be given in Sec.
V C.

Combining Eqs. �12�–�14�, the transfer function Ho�s�
can be written as

Ho�s� =
T�s�v + �d�/c̃

sc̃ + �G + sC��1 + T2c̃�K + sZ��
. �15�

−200 −100 0 100

50

60

C
om

pl
ia

nc
e

(m
/N

)

Membrane Potential (mV)

0

10

20

C
ap

ac
ita

nc
e

(p
F

)

FIG. 3. �Color online� Cell compliance B �solid line� and small-signal
equivalent capacitance c̃ �dashed line� as a function of membrane potential.
Parameter values are K=0.02 N /m, Qmax=2 pC, v0=−40 mV, and v1

=28.6 mV.

754 J. Acoust. Soc. Am., Vol. 126, No. 2, August 2009 Y.-W. Liu and S. T. Neely: Outer hair cell nonlinear piezoelectric model



The mechanical load impedance Z in Eq. �15� is not
defined yet. As illustrated in Fig. 4, let us assume that the
OHC contraction force fOHC pulls two systems toward each
other: a basilar-membrane �BM� system with an impedance
of Zb�s−1Kb+Rb+sMb and a RL system with an impedance
of Zr�s−1Kr+Rr+sMr �Lu et al., 2006�. Thus, Z can be writ-
ten as

Z =
ZbZr

Zb + Zr
. �16�

Equation �16� can be substituted into Eq. �15� to calcu-
late Ho�s�. Figures 5�a� and 5�b� show the magnitude and

phase response of Ho�s�, respectively. The magnitude re-
sponse of Ho�j�� is plotted in logarithmic scale. Below
1 kHz, the magnitude response rolls off at 6 dB/octave due
to the RC-filtering of the membrane represented by the term
�G+sC� in the denominator of Eq. �15�. Between 1 and
4 kHz, the response is relatively flat because the 6 dB/octave
roll-off is compensated by a 6 dB/octave gain due to the term
s�v in the numerator of Eq. �15�. Between 4 and 16 kHz, the
response has two resonance peaks due to the presence of two
second-order systems: the RL and the BM. Above 16 kHz,
the response rolls off at 12 dB/octave.

Although the term s�v compensates for the 6 dB/octave
loss of gain due to RC-filtering, there is no guarantee that an
OHC gives amplification to cochlear traveling waves.
Whether power is dissipated or amplified must be deter-
mined by the response of the cochlear partition to a force
stimulus. Let us assume that the cochlear partition consisting
of the BM system and the RL system is subject to an external
force fcp:

fcp = Zb · s�b + Zr · s�r. �17�

Though the preceding equation has two velocity variables
s�b and s�r, it has only one degree of freedom because the
two variables are related in the following manner:

s�b = s�r + s�o = �1 + Ho�s�� · s�r. �18�

Combining Eqs. �17� and �18�, the velocities can be written
as a response to the force:

s�r =
1

Zb�1 + Ho� + Zr
· fcp, �19�

s�b =
1 + Ho

Zb�1 + Ho� + Zr
· fcp. �20�

The magnitude and phase response of these two veloci-
ties with respect to fcp are shown in Figs. 5�c� and 5�d�,
respectively. The solid curves represent the RL response
s�r / fcp, and the dashed curves represent the BM response
s�b / fcp. These responses are referred to as “admittances” be-
cause their dimensionality is velocity divided by force. The
magnitude responses increase then decrease as a function of
frequency, indicating a compliance-dominance at low fre-
quency and a mass-dominance at high frequency. Note that,
near 6–8 kHz, the RL admittance phase is more than
+0.25 cycle. This corresponds to negative damping, and Sec.
IV examines it further.

IV. THE ROLE OF OHCs IN TRAVELING-WAVE
AMPLIFICATION

The focus of this section is to calculate the damping
coefficient for a one-dimensional, forward-traveling shear
wave along the cochlear partition. The traveling of one-
dimensional waves can be modeled as propagation in a trans-
mission line, assuming that the canonical variables are pres-
sure difference p across the cochlear partition and volume
velocity U along the cochlea �Dallos, 1973, Chap. 4�. Fluid

~
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FIG. 4. �Color online� Organ of Corti micro-mechanical model �Lu et al.,
2006�. The RL system is characterized by parameters �Kr ,Rr ,Mr�, the BM
system is characterized by parameters �Kb ,Rb ,Mb�, and OHC lateral wall
�shaded area� is characterized by a contraction force fOHC and a static stiff-
ness K.
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motion inside the organ of Corti, which can be handled by a
three-chamber model �Lu et al., 2006�, is ignored under the
transmission-line assumption.

A. Propagation function k„s… in terms of OHC transfer
function Ho„s…

At any single location along the cochlea, the damping
coefficient ��s� is given as the real part of a propagation
function k�s� defined as the following;

k = �zseysh � � + j	 . �21�

In the preceding equation, zse and ysh are an acoustic series
impedance and an acoustic shunt admittance, respectively.
The impedance zse is defined as the pressure gradient �−�xp�
divided by U; here, �x denotes partial derivation along the
direction of wave propagation. If viscosity of the cochlear
fluid can be ignored, zse is given by the following:

zsc = s



A
, �22�

where 
=1.0 g cm−3 is the density of cochlear fluid, and A is
the cross-sectional area of the cochlea.

The shunt admittance ysh is defined as the volume-
velocity gradient �xU divided by �−p�. Let us assume that
�xU equals the width W of cochlear partition times the sum
of RL and BM velocities; that is,

�xU�s� = W · s��r + �b� . �23�

For simplicity, also assume that p is a constant radially so
that an effective force fcp exerted on an OHC is given by the
following;

fcp = − p · DW/3, �24�

where D is the distance from one OHC to its nearest neigh-
bor in the longitudinal direction, and the factor of 3 is the
number of rows of OHCs radially. Combining the two pre-
ceding equations, ysh can be written as the following:

ysh � �xU�s�
− p�s�

=
DW2

3
·

s��r + �b�
fcp

. �25�

Substituting Eqs. �19� and �20� into Eq. �25�, the shunt ad-
mittance can be written in terms of the OHC transfer func-
tion:

ysh =
DW2

3
·

2 + Ho�s�
Zb�s��1 + Ho�s�� + Zr�s�

. �26�

Finally, the propagation function k�s� can be calculated by
substituting Eqs. �22� and �26� into Eq. �21�. The dimension-
ality of k is cm−1. The real part � is an attenuation factor, and
the imaginary part 	 is the wave number. If reverse-traveling
waves can be ignored, Neely and Allen �2009� showed that
the sign of � determines whether the forward-traveling
waves are attenuated ���0� or amplified ���0�.

Because zse is purely imaginary in Eq. �22�, � in Eq. �21�
is negative only if the real part of ysh is negative. Figure 6
shows the real and imaginary parts of ysh and k given by Eqs.
�26� and �21�, respectively. Figures 6�a� and 6�c� suggest that
significant negative damping occurs only when �v�0. If

�v�0, a nonzero �d provides a marginal improvement in the
depth of negative damping. Also, negative damping occurs
within half an octave below the characteristic frequency near
8 kHz, while the wave number 	 reaches its maximum at a
slightly higher frequency �Fig. 6�d��.

B. Variation in ysh„s… with respect to OHC parameters

The frequency response of shunt admittance ysh�s� is
sensitive to OHC parameters. In this section, sensitivities to
�v and c̃ are studied because they represent HB motility and
somatic motility, respectively. Figure 7 depicts variation in
the real part of ysh�s� with respect to �v and c̃. For c̃ of 2 pF,
negative damping does not occur except for the two highest
�v values. More significant negative damping occurs for c̃ of
5 pF or higher and, as �v increases, the depth of negative
damping first increases �until �v /�v0=4� and then decreases.
For each c̃, the response shifts toward high frequency as �v
increases.

It is of practical interest to quantify the effect of nega-
tive damping by measuring its depth and width. The depth of
negative damping can be defined as �−min Re�ysh��, but the
width of the negative damping region �NDR� needs to be
defined more carefully so it conveys information about the
effect size. Figure 8�d� illustrates a reasonable way of defin-
ing the width of NDR. The higher boundary of NDR is de-
fined as the highest frequency at which Re�ysh�0. The
lower boundary of NDR is defined via calculation of the
slope of Re�ysh� with respect to log f: the tangential line at
the point of maximum negative slope is illustrated by a thin
line in Fig. 8�d�, and its zero-crossing frequency defines the
lower boundary of NDR.

In Figs. 8�a� and 8�b�, the width and the depth of NDR
are plotted as a function of c̃ for eight discrete values of �v.
For each �v, negative damping only occurs if c̃ is higher than
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a threshold. This threshold ranges from a few picofarads �for
the highest �v� to about 14 pF �for the lowest �v�. Figure
8�c� shows the product of width and depth of NDR. This
product can be regarded as a figure of merit to evaluate how
much negative damping an OHC provides to the traveling
waves. As c̃ increases, the product reaches a plateau, and
�v=4�v0 gives the highest plateau value among all choices
of �v.

C. Analytic approximation of shunt admittance ysh„s…

Expressions for ysh�s� and Ho�s� derived in Sec. IV A
may be simplified to obtain analytic approximations of OHC
tuning properties. To do so, note that in Fig. 7, NDR consis-
tently occurs at higher than 6 kHz. At this frequency range,
because ��G /C, conductance G can be neglected in Eq.
�15�. Also, �d becomes negligible in Eq. �15� if �v is suffi-
ciently large so that

�v �
�d

�
. �Assumption#1�

Further, because Kb�Kr, if the frequency range of NDR is
sufficiently lower than �Kb /Mb, it can be conveniently as-
sumed that

	Zb	 � 	Zr	, �Assumption#2�

and thus Z
Zr in Eq. �16�.
If Assumptions #1 and #2 are both valid, Eq. �15� has

the following approximation:

Ho�s� �
�v/TC

s2Mr + sRr + K + Kr + �T2c̃�−1 + �T2C�−1 . �27�

By substituting Eq. �27� into Eq. �26�, the following approxi-
mation of ysh is obtained;

ysh�s� �
DW2

3
·

2

Zb
·

s2Mr + sRr + Keq + �v/2TC

s2Mr + sRr + Keq + �v/TC
, �28�

where an equivalent stiffness Keq is defined as
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Keq = K + Kr + �T2c̃�−1 + �T2C�−1.

In approximation �28�, ysh has a resonance frequency
�b=�Kb /Mb due to Zb, a pole frequency �p

=��Keq+�v /TC� /Mr, and a zero frequency �z

=��Keq+�v /2TC� /Mr. Note that �z is always lower than �p.
If

K + Kr + 1/T2c̃ + �1 + T�v�/T2C

Mr
�

Kb

Mb
,

�Assumption#3�

in other words, if �p is lower than �b, then Zb is stiffness-
dominated at �p and ysh has the following approximation:

ysh�j�p� �
DW2/3

Kb
· �2j�p −

�v

TRrC
 . �29�

Although the approximation in Eq. �29� is rudimentary, it
predicts that the real part of ysh is negative at the pole fre-
quency �p. This approximation can be refined if �p is still
lower than but closer to �b:

ysh�j�p� �
DW2/3

Kb − �p
2Mb

�−
�v

TRrC
�1 − �� + 2j�p�1 + �� ,

�30�

where

� =
Rb

Kb/�p − �pMb
= tan��

2
− �Zb�j�p� .

The real part of Eq. �30�, being negative if ��1, gives an
analytic approximation of the depth of NDR. Figure 9 com-
pares this analytic prediction to numerical calculation of the
depth of NDR described in Sec. IV B. The numerical results
are obtained with the parameters listed in Table I, except that
c̃ is set relatively high at 36 pF to ensure that NDR width
reaches the plateau region in Fig. 8�b�. Though it is derived
under several assumptions, the analytic approximation pro-
duces less than 50% of error until �v exceeds 4�v0. For
�v=8�v0 and 16�v0, the approximation fails because As-
sumptions #2 and #3 are not valid. Particularly, Assumption
#3 requires that �v�5.5�v0 under the present choice of pa-
rameter values. As �v increases beyond, numerical calcula-
tion shows that NDR still exists but its depth decreases
gradually as a function of �v.
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V. DISCUSSION

A. Comparison to other piezoelectric circuit models

Different circuit diagrams to represent OHC piezoelec-
tricity have previously been drawn by Lu et al. �2006� and
by Allen and Fahey �2006� independently. The model of Lu
et al. �2006� was linear, and the displacement current id was
proportional to the time-derivative of OHC external force.
Transformers were not explicitly shown in the circuit dia-
gram �Lu et al., 2006, Fig. 18�. In Allen and Fahey’s �2006�
model, it was suggested that nonlinearity be placed in the
mechanical compliances so that nonlinear capacitance could
be seen as a dual effect via piezoelectricity. In the present
model, however, nonlinearity is placed in the capacitance,
and nonlinear motility is seen as the dual effect.

The present circuit diagram may look at odds with Allen
and Fahey’s �2006� suggestion, but the symmetry of Gibbs
energy with respect to voltage and force in Eq. �A3� implies
that the circuit can be drawn either with a nonlinear compli-
ance or a nonlinear capacitor. By substituting Q in Eq. �2�
with Eq. �3�, OHC motility �o can be written as

�o =
Lmax

1 + exp�fOHC − V/T − f0�/f1
, �31�

where Lmax=TQmax, and f0 and f1 are defined in a similar
manner as v0 and v1 in Eq. �3�. Similar to ṽ, a force compo-

nent can be defined as f̃ = fOHC−V /T. Thus, the circuit in Fig.
1 can be equivalently drawn as Fig. 10, where

b̃ � ��o

� f̃
�32�

represents a nonlinear compliance. Note that b̃ is equal to
T2c̃ in Eq. �10�. Also, when linearized, the circuit diagram in
Fig. 10 becomes equivalent to what was presented by Lu
et al. �2006, Fig. 18�.

This circuit is similar to that of Allen and Fahey �2006,
Fig. 2� in the sense that the force �or pressure in their case� is
loaded with the series connection of a nonlinear compliance
and a piezoelectric transformer. However, the model of Allen
and Fahey �2006� was more complex because it allowed fluid
to flow through the membrane. Such consideration may be
important for modeling slower processes.

B. Voltage-dependent cell compliance

The present model cannot explain He and Dallos’s
�1999� finding of a monotonic decrease in stiffness as a func-
tion of membrane potential. Iwasa �2001� suggested that, to
explain He and Dallos’s �1999� results, the elastic moduli of
the membrane motor must differ in its two conformational
states. Without this refinement, Iwasa �2001� predicted a
maximum axial-compliance increment of 20% as a function
of membrane potential, which occurs at the same voltage for
peak capacitance. Deo and Grosh �2004� carried out Iwasa’s
�2001� suggestion by assuming that the membrane motor is
stiffer in the extended state than in the compact state and was
able to reproduce the results of He and Dallos �1999� in a
numerical simulation.

Compared to Iwasa’s �2001� prediction, the present
model produces similar results for the voltage-dependence of
OHC axial-compliance. This is not unexpected because the
present model can be derived from a one-dimensional ap-
proximation of Eq. �A2� proposed by Iwasa �1993�.

Regarding Hallworth’s �2007� findings, Dallos �2008�
commented that only “healthier” cells demonstrate the
voltage-dependent stiffness consistently. One possible expla-
nation is that the membrane potential alters the self-
association of motor molecules. A depolarizing �positive� po-
tential works to “cluster” motor molecules and moves the
equilibrium in favor of higher oligomeric forms rather than
monomers �Rajagopalan et al., 2007�. This shift of equilib-
rium may also give rise to a stiffness decrease when the
OHC is depolarized. A recent observation of decoupling be-
tween gating charge and motility in a simultaneous measure-
ment �Wang, 2008� may provide more insight on this issue.

Whether or not OHC stiffness is voltage-dependent, co-
chlear tuning may not be sensitive to it. Note that the value
of the axial stiffness K listed in Table I is typical of an OHC
from the basal turn of the cochlea �Hallworth, 2007�. This K
is negligible in Eqs. �15� and �27� at the frequency range of
interest �near NDR� because it is much smaller than Kr. Con-
sequently, tuning should not be affected much by the
voltage-dependence of OHC stiffness that was observed by
He and Dallos �1999�.

However, the scenario may be different elsewhere in the
cochlea. Empirically, K is inversely proportional to the static
length of OHC �Holley and Ashmore, 1988�. Therefore, K
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can be two to ten times smaller than the present value at
more apical locations �He and Dallos, 1999� where OHCs are
longer. In contrast, Kb and Kr decrease even more from base
to apex by up to 100- to 600-fold near the helicotrema
�Naidu and Mountain, 1998; Lu et al., 2006�. Because of a
higher ratio K /Kr there, K is not negligible in Eq. �15�. Con-
sequently, the voltage-dependence of K, or the lack of it,
could be an important factor in determining the tuning prop-
erties in the apical region of the cochlea.

C. Cochlear amplification: Is receptor current
sensitive to RL velocity?

As the present model predicts, negative damping re-
quires that the receptor current be sensitive to RL velocity.
Similarly, Lu et al. �2009� suggested that a velocity-sensing
HB accounts for more cochlear amplification than a
displacement-sensing HB.

Experiments have shown that the receptor current has a
fast adaptation to a step deflection in the HB �Fettiplace
et al., 2006�. In other words, the current has a low-pass fil-
tered response to a velocity impulse. By inspection, the
velocity-sensing gain measured in the experiments was about
0.25 pA /�m s �Fettiplace et al., 2006, Fig. 2�B��. This esti-
mate is conservative because the time-constant of adaptation
was too short to be measured by the devices. Fettiplace et al.
�2006� also suggested that the receptor current in vivo should
be about four fold larger than measured in isolated OHC
because of a higher endolymphatic potential and potassium
as the major cation. This would partially eliminate the order-
of-magnitude difference between their data and the default
�v0 value listed in Table I. Nevertheless, one should remain
cautious that the value of �v0 used in the present study may
be unrealistically high.

In Eq. �14�, a heuristic relation between the receptor
current and the RL motion is described. A reasonable inter-
pretation of the equation is that the TM is radially rigid, and
HB deflection is directly proportional to RL displacement.
Under this interpretation, Eq. �14� states that the receptor
current is the sum of a response to HB deflection plus a fast
adaptive component.

An alternative interpretation is that the receptor current
responds to the angle of HB deflection only, but the current is
effectively sensitive to RL velocity via the interaction be-
tween the HB and a non-rigid TM. Let �t denote the displace-
ment of TM and � denote the deflection angle of HB, which
is proportional to �r−�t ��r being RL displacement�. At high
frequency when the mass of TM dominates, �t is approxi-
mately zero and � is proportional to �r. At a lower frequency,
it is conceivable that the phase of �t may lag behind that of
�r, giving rise to a phase lead of � relative to �r. If this
happens, there would be a component of HB deflection that
is in-phase with RL velocity. Thus, cochlear amplification
would not require fast adaptation of MET. However, details
of TM mechanics are beyond the scope of the present study.

Evidence of cochlear traveling-wave amplification has
been presented via solution of an inverse-scattering problem
�Shera, 2007�. The propagation function k was estimated
from auditory-nerve recording data �e.g., Temchin et al.,
2005; van der Heijden and Joris, 2006�, and results indicate

that negative damping must have occurred at basal, middle,
as well as apical locations in the cochlea �Shera, 2007, Fig.
8�. The present prediction of k as a function of frequency
�Figs. 6�c� and 6�d�� is similar to Shera’s �2007� estimation
inasmuch as, first, that negative damping occurs below the
best frequency; second, the peak of 	��� occurs near the
zero-crossing frequency of ����; finally, the width of NDR is
less than half of an octave �Fig. 8�b��. These similarities
suggest that the present OHC model may be useful for de-
scribing active wave propagation in the cochlea. Also, analy-
ses described in Sec. IV predict the sensitivity of the width
and depth of NDR to OHC parameters in specific ways.
These predictions can thus be verified or refuted via experi-
mental means.

ACKNOWLEDGMENTS

This study was supported by a grant from NIH-NIDCD
�Contract No. R01-DC8318�.

APPENDIX: FOUNDATION IN STATISTICAL
MECHANICS

Piezoelectric models of the OHC �e.g., Mountain and
Hubbard, 1994; Tolomeo and Steele, 1995� can be derived
from thermodynamic principles if Gibbs free energy is
known. The simplest form of Gibbs free energy was pro-
posed by Iwasa �1993� under the following assumptions: �a�
the membrane is embedded with motors that have one con-
tracted state and one extended state that differ in area by
�a�0 and �b� the change in area is coupled by a charge
transfer �q�0. Thus, the probability Ps of any motor unit
being in the contracted state is given by the Maxwell–
Boltzmann distribution,

Ps =
1

1 + exp� �G

kBT0
� , �A1�

where kB=1.38�10−23 J /deg is the Boltzmann constant, T0

is the absolute temperature, and �G is the difference of
Gibbs free energy between the two states. Iwasa �1993�
showed that, if the surface tension on the membrane is iso-
tropic, �G is given by the following equation:

�G = �G0 − �q · V − �a · � , �A2�

where �G0 is a constant, V is the membrane potential, and �
denotes the surface tension on the membrane. Note that, in
Eq. �A2�, the term �−�a� ·� is the required mechanical en-
ergy for a motor to make a transition from the extended state
to the contracted state.

In this study, the nonlinearity in the piezoelectric mem-
brane is described by Eq. �3�. The equation can be derived by
considering a one-dimensional approximation of Eq. �A2�.
Imagine that all the motors are identical and aligned in the
axial direction and can contract or stretch, as shown in Fig.
11. Assume that the contracted state and the extended state
differ by �l�0 in length. Thus, the required mechanical
energy to make a transition from the extended state to the
contracted state can be written as �−�l� · fOHC, where fOHC
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denotes the tensile force on the membrane. Hence, the dif-
ference in Gibbs energy between the two states is written as
the following:

�G = �G0 − �q · V − �l · fOHC. �A3�

The total gating charge Q of an OHC that has N motor
units on its lateral membrane is written as

Q = N�q · Ps. �A4�

Combining Eqs. �A1�, �A3�, and �A4�, Q can be written as a
function of V and fOHC in Eq. �3�. The macroscopic param-
eters in Eq. �3� are related to the microscopic parameters in
the following ways: Qmax=N�q, T=−�l /�q, v0=�G0 /�q,
and v1=kBT0 /�q.

1For simplicity, DC components such as the resting potential and the turgor
pressure are not shown.
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FIG. 11. Illustration of a one-dimensional model of piezoelectric motors
embedded in the OHC lateral membrane. Of the three motors shown, two
are in the extended state and the middle one is in the contracted state.
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Gender identification of human voices was studied in a juvenile population of cochlear implant �CI�
users exposed to naturalistic speech stimuli from 20 male and 20 female speakers using two
different voice gender perception tasks. Stimulus output patterns were recorded from each
individual CI for each stimulus, and features related to voice fundamental frequency and spectral
envelope were extracted from these electrical output signals to evaluate the relationship between
implant output and behavioral performance. In spite of the fact that temporal and place cues of
similar quality were produced by all CI devices, only about half of the subjects were able to label
male and female voices correctly. Participants showed evidence of using available temporal cues,
but showed no evidence of using place cues. The implants produced a consistent and novel cue to
voice gender that participants did not appear to utilize. A subgroup of participants could discriminate
male and female voices when two contrasting voices were presented in succession, but were unable
to identify gender when voices were singly presented. It is suggested that the nature of long-term
auditory categorical memories needs to be studied in more detail in these individuals.
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I. INTRODUCTION

Cochlear implant �CI� users exhibit high variability in
their ability to perceive speech �Svirsky et al., 2000; Blamey
et al., 2001�. An important goal of CI research is to elucidate
potential factors underlying this variation. Anecdotal evi-
dence and previous studies �Cleary and Pisoni, 2002; Fu
et al., 2004; Spahr and Dorman, 2004; Cleary et al., 2005;
Fu et al., 2005� suggest that even seemingly simple tasks
such as identifying speakers pose challenges for CI users.

The identification of voice gender must be ultimately
based on the quality of the spectral and temporal cues that
speech items provide, even though individual variation in
each individual’s memory, experience, and motivation are
also necessarily involved. Gender-related features of vocal
tract anatomy �via body size effects on vocal tract length
�VTL��, and laryngeal fold size �influencing differences in
the temporal rate of vibration, which are reflected in differ-
ences in fundamental frequency �F0�� provide normal-
hearing �NH� listeners with cues for voice gender identifica-
tion. An almost perfect recognition of voice gender is
achieved in NH individuals when both VTL and F0 cues are
used �Bachorowski and Owren, 1999; Owren et al., 2007;

Smith et al., 2007�. In addition, automated recognition sys-
tems using VTL and F0 show robust performance in the face
of within- and between-speaker acoustic variations �Childers
and Wu, 1991; Wu and Childers, 1991�.

CIs appear to elicit temporal pitch percepts only below
�300 Hz �Carlyon and Deeks, 2002; Zeng, 2002� and have
inherently low spectral resolution �Cohen et al., 1996;
McKay, 2005�. CI users may rely on particular isolated spec-
tral or temporal cues, or some combination in gender identi-
fication tasks �Fu et al., 2004; Laneau and Wouters, 2004b;
Fu et al., 2005; Chang and Fu, 2006�. Temporal cues are
delivered in the form of envelope modulations to one or
more stimulation electrodes, while spectral cues are provided
via the spatial pattern of electrode array stimulation �McKay
et al., 1994, 1995; Laneau and Wouters, 2004a, 2004b�. Such
cues should yield high levels of gender identification when
voices are far apart from each other in F0 and VTL, even
though CI users are poor at distinguishing speakers with
similar vocal characteristics �Cleary and Pisoni, 2002; Fu
et al., 2005�. However, the extent to which the implants of
different users provide information of similar quality about
natural speech signals may also play a role in individual
variation in CI listener performance.

The present study examines CI users’ perception of
voice gender by assessing the degree to which individual CIs
reliably transmit potentially available voice gender cues to
their wearers, and the dependence of behavioral performance
on the quality of this information.

a�
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Auditory Prosthesis 2007, Lake Tahoe, CA.
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A. Availability of temporal cues to voice gender

Previous studies examining signals with amplitude
modulated envelopes, both in hearing subjects �Burns and
Viemeister, 1976, 1981� and CI users �McKay et al., 1995;
McKay and McDermott, 2000�, show that the fundamental
frequency of the input signal can be effectively encoded by
temporal modulations of the signal envelope. Within the sig-
nal processor of each implant, input signals are processed
into frequency sub-bands by means of a set of bandpass fil-
ters. Each sub-band is then assigned to the most relevant
electrode in such a way that tonotopic organization is
roughly preserved. Sub-bands with high-frequency content
are delivered to the most basal electrodes, and sub-bands
with low-frequency information are delivered to electrodes
closer to the cochlear apex. In order to minimize perception
of the carrier frequency and to correctly represent envelope
modulations related to F0, the carrier frequency is usually at
least four times higher than the typical F0 value �McDermott
and McKay, 1994�.

To find channels that are likely to represent F0 in their
envelopes, the modulation spectrum �MS� of the stimulus
sounds was examined after being processed by the same
filter-bank settings used in each subject’s device. By compar-
ing the acoustic MS �calculated from bandpass-filtered
acoustic signals� with MSs obtained from electrodograms
captured from a subject’s device, the electrode channel�s�
that are theoretically able to deliver F0-related temporal cues
relevant for gender identification in each subject could be
identified. These channels are said to have F0 modulation
availability, and were used to ascertain the relationship be-
tween perceptual performance and the quality of available F0
information for the different stimuli.

B. Availability of place cues to voice gender

Previous research with both CI devices and CI simula-
tions delivered to NH subjects suggests that place cues for
voice gender identification are available to CI users �Fu
et al., 2004, 2005; Gonzalez and Oliver, 2005�. Laneau and
Wouters �2004a� also demonstrated possible utilization of
place cues for pitch discrimination in multi-electrode stimu-
lation settings, with the average just-noticeable differences
for place pitch ranging from 0.25 to 0.46 mm.

The present study assessed the availability of place cues
for voice gender based on the relationship between stimu-
lated electrode location and the vocal pitch or spectral enve-
lope distribution of the speakers. Each stimulus produced a
specific spatial output profile of electrode stimulation, quan-
tified here as the cumulative sum of pulses in each electrode
during the 2 s of stimulation provided by each stimulus. A
median central location for this electrode stimulation pattern,
equivalent to the “center-of-mass” of the area below the
curve in the stimulation output profile, was calculated. The
correlation between median electrode values and either the
acoustic F0 of speech items or the distribution of their spec-
tral envelope energy was then examined.1

C. Overall design of the experiments

Quantitative measures of temporal and place informa-
tion that the implants provide about vocal stimuli were re-
lated to variation in behavioral responses to these same
stimuli using two different testing procedures. The first was a
fixed identification procedure with a one-interval, two-
alternative forced choice �2AFC� task in which subjects in-
dicated whether the speech sample was spoken by a male or
female speaker. The second was an adaptive two-interval
2AFC discrimination procedure in which the adaptive pa-
rameter was the difference in the fundamental frequencies
�F0� of male and female speech items �subjects responded by
indicating which speech item was uttered by a female
speaker�. These two procedures were employed in order to
assess the potential role of long-term auditory representa-
tions in CI users’ performance. Allowing direct, short-term
comparisons of two speech samples permitted additional
evaluation of the auditory abilities of subjects who were not
able to distinguish voice gender in the fixed procedure. The
adaptive procedure also directly assessed how voice gender
identification abilities relate to the size of F0 differences. The
two procedures employed different speech items spoken by
the same set of 20 male and 20 female speakers. This number
of speakers was used to ensure that general processing strat-
egies for the differences between male and female voices
were being studied, rather than specific memorization strate-
gies that could be used to discriminate among a small num-
ber of voices.

II. METHODS

A. Subjects

The study was approved by the ethical committees of the
School of Medicine, University of Zagreb, Polyclinic SU-
VAG, and the Croatian Medical Chamber. Forty-one CI sub-
jects with devices manufactured by Cochlear Corporation
�20 males and 21 females; age range: 5.3–18.8 years, mean
age=12.3 years� were recruited into the study using a data-
base maintained by the Polyclinic SUVAG �a Croatian na-
tional institute for the rehabilitation of listening and speech�.
Subject details are given in Table I. One purpose of this
research was to establish the relationship between the signal
information being delivered to each individual CI user and
their perceptual behavior. Since the apparatus for capturing
stimulus output patterns was only provided by one CI manu-
facturer �Cochlear Ltd.�, and was not compatible with de-
vices of other manufacturers, it was necessary to limit the
subject pool to individuals using Cochlear Ltd. devices �Es-
prit 3G and Sprint�.

Psychological assessments of the participants were con-
sulted to disqualify any subjects with reduced cognitive
abilities that might influence their gender identification per-
formance �Waltzman et al., 2000; Holt and Kirk, 2005; Sta-
cey et al., 2006�. Nonverbal psychological assessment in-
cluded at least two or more of the following tests: Raven
progressive matrices, Goodenough IQ, nonverbal WISC IQ,
Brunet–Lezine, and Leiter International Performance Scale.
These tests were performed by professional psychologists at
least once during the subject’s association with the Polyclinic
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SUVAG as a part of their hearing rehabilitation care. None of
the subjects who participated in the present study had signifi-
cant nonverbal psychological disorders. Spoken language
proficiency was compromised in some cases because of pre-
vious auditory deprivation �Svirsky et al., 2000, 2004�. How-
ever, no minimal requirements in language proficiency were
used as part of the selection criteria for the present study.
Both the simplicity of the gender identification task �not re-
quiring complex linguistic skills�, and the fact that every
participant in the study was able to provide their own expla-
nation of what they were supposed to do, suggest that varia-

tions in spoken language proficiency did not create problems
for subjects understanding the nature of the experimental
tasks.

Control participants were 15 hearing children �8 males
and 7 females, age range 6.7–10.6 years, mean age 9.3 years�
recruited from one primary school in Zagreb. Neither the
participants and their parents, nor their teachers reported
hearing problems. In each case, parents or caregivers signed
a consent form before their children participated in this
study. The sex composition did not differ between the control
�C� and experimental �E� group ��2=0.09, p�0.99�, but

TABLE I. Characteristics of the CI participant population. Asterisks �*� denote unsuccessful capture of CI
electrical signals.

Subject
Age at testing

�years; months� Sex Ear
Processor

type
No. of

electrodes

Stimulation
rate per channel

�Hz�
Sound coding

strategy

CI01 5; 4 F R Esprit 3G 20 1200 ACE
CI02 10; 6 M R Sprint 22 1200 ACE
CI03 12; 1 M L Esprit 3G 20 900 ACE
CI04 15; 8 F R Esprit 3G 20 900 ACE
CI05 18; 9 M L Esprit 3G 20 900 ACE
CI06 11; 4 M R Sprint 21 1200 ACE
CI07 12; 2 M R Esprit 3G 20 900 ACE
CI08 6; 9 M L Esprit 3G 20 1200 ACE
CI09 9; 5 M R Esprit 3G 20 1200 ACE
CI10 11; 0 F L Esprit 3G 20 900 ACE
CI11 11; 1 M R Esprit 3G 20 900 ACE
CI12 14; 0 M R Esprit 3G 20 900 ACE
CI13* 14; 7 F R Esprit 3G 20 250 SPEAK
CI14 11; 3 M L Esprit 3G 20 900 ACE
CI15 17; 6 F R Esprit 3G 20 900 ACE
CI16 7; 9 M R Esprit 3G 20 1200 ACE
CI17 14; 5 F R Esprit 3G 20 1200 ACE
CI18 13; 1 F R Esprit 3G 20 900 ACE
CI19* 14; 4 F R Esprit 3G 18 500 ACE
CI20* 9; 7 F R Esprit 3G 20 900 ACE
CI21 11; 0 M R Sprint 19 1200 ACE
CI22 18; 5 F L Esprit 3G 20 900 ACE
CI23 9; 2 F R Esprit 3G 20 1200 ACE
CI24 14; 9 F R Esprit 3G 20 900 ACE
CI25 8; 8 F R Esprit 3G 19 1200 ACE
CI26 17; 3 M R Esprit 3G 20 900 ACE
CI27* 12; 9 F R Esprit 3G 16 900 ACE
CI28* 8; 5 F L Esprit 3G 19 1200 ACE
CI29 11; 4 M R Esprit 3G 20 1200 ACE
CI30 8; 9 M R Sprint 22 1200 ACE
CI31 15; 7 M L Esprit 3G 20 1200 ACE
CI32 13; 11 F R Esprit 3G 20 900 ACE
CI33 14; 0 F R Esprit 3G 20 900 ACE
CI34 12; 11 F R Esprit 3G 20 900 ACE
CI35* 14; 7 F R Esprit 3G 19 720 ACE
CI36 10; 5 F R Esprit 3G 20 1200 ACE
CI37 15; 10 M R Esprit 3G 20 900 ACE
CI38 10; 11 M R Esprit 3G 19 1200 ACE
CI39 9; 1 M R Sprint 22 1200 ACE
CI40 14; 4 M L Esprit 3G 20 900 ACE
CI41 10; 0 F L Sprint 22 900 ACE

Mean 12.3
SD 3.2
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the age composition differed �Mann–Whitney U-test,
meanC�9.3, �SD�1.3� years, meanE�12.3, �SD�3.2� years,
nC=15, nE=41, p�0.001�. The primary goal of the control
group was to check whether the stimuli were of abnormal
difficulty; due to the reduced hearing experience of CI sub-
jects and their delays in language acquisition �Svirsky et al.,
2000, 2004; Nicholas and Geers, 2007�, it is appropriate to
compare older CI subjects with younger hearing controls.

B. Stimuli

Speech samples in the form of short news-like stories
from 20 different male and 20 different female professional
radio announcers were obtained from the national broadcast-
ing radio company Hrvatski radio in digitized format,
sampled at 44100 Hz using a 16-bit coding scheme. The
samples were cut into 40 speech items of 2-s length with the
following two requirements: �i� the onset was always aligned
with the word onset and �ii� the offsets were never within
phoneme boundaries. Since it was not possible to maintain
the exact length of 2000 ms for all speech items in this way,
the PSOLA lengthening algorithm �Moulines and Laroche,
1995� was used to equalize the length of all utterances. This
manipulation was done using PRAAT software �Boersma and
Weenink, 2006� with scaling factors between 0.84 and 1.25.
At these scaling values, the PSOLA lengthening algorithm
preserves pitch contours. Fundamental frequencies of the
speakers were calculated using the autocorrelation method
�Boersma, 1993� implemented in PRAAT software. The aver-
age F0 values of the speech items are shown in Fig. 1. Natu-
ral F0 variability occurs in this stimulus set both within the
utterances of each speaker �pitch contours not shown� and
between speakers. The male and female stimulus populations
differed in their average fundamental frequencies �average
female F0=183.3�5.4 Hz and average male F0
=117.9�4.8 Hz, about 56% of one octave apart �Z=5.13,
n=20, p�0.0001, Mann–Whitney U-test��. Natural variabil-
ity in this sample yielded an overlapping area of F0 values
between five female and four male voices, as indicated in
Fig. 1 by the horizontal band. This overlapping range was
between 137.9 �minimal female F0� and 163.3 Hz �maximal

male F0�. With overlapping speakers removed, the mean fe-
male F0 was 195.1�3.1 Hz and the mean male F0 was
110.1�3.3 Hz.

C. Voice gender identification

Prior to the commencement of the experiment, each sub-
ject was given instructions and performed practice trials until
the experimenter was assured that the subject understood the
task. The practice and experimental trials used PRESENTA-

TION software �Version 10.1, Neurobehavioral Systems, Inc.,
Albany, CA�. In each trial, one 2-s-long speech item was
chosen randomly, and delivered to either headphones �hear-
ing control subjects� or to the CI device �CI subjects� via
direct line input. The subject was requested to respond by
clicking on one of two response buttons representing a male
and a female. The response buttons were associated with a
computer display showing sketches of typical male and fe-
male faces. Feedback �a smiling face for correct responses
and the symbol “X” for incorrect responses� was given in
order to maintain the subject’s interest in the experiment. The
items were not replayed, even for incorrect responses. The
first and second halves of the trials had response button po-
sitions exchanged �in the first half, the female was associated
with the left button�. Five sets of randomly chosen speech
items were created and their presentation was counterbal-
anced between subjects. Practice consisted of six trials with
two different female and male speech items from the same
speaker database that were not used in the experimental tri-
als. Response buttons �indicating male or female voice� were
interchanged after half of the practice trials. CI subjects typi-
cally needed just one practice run before understanding the
task and starting the experimental phase. To make sure that
the participant understood the task, they were instructed to
give their own explanation of what they had to do to the
experimenter. Since the aim of this experiment was to assess
each participant’s ability to identify the gender of a voice,
their performance did not have to reach a pre-defined crite-
rion in order to progress to the experimental phase. Both the
simplicity of the task, and the visual reinforcement with
sketched pictures of male and female faces during response
periods allowed all subjects �including two 4-year-old hear-
ing subjects in a pilot study� to perform the task reliably
throughout the practice trials and the experiment.

For the hearing control subjects, Sennheiser HD 580
headphones were used, with monaural presentation of stimuli
to the right ear at 65 dB sound pressure level �SPL� �A-level�
as measured by a RadioShack sound level meter �model 33-
2055�. Except for this difference in the stimulus delivery
apparatus, the items and procedures were the same in both
hearing control and CI subjects. After completion of the
fixed identification procedure, the subjects had a short break
�10 min� and then resumed their participation by undergoing
a second procedure, described below. When the second adap-
tive procedure finished, the electrode stimulation patterns
generated by all of the presented speech items were captured
using processor control interface �PCI� and interface card
�IF5� hardware �manufactured by Cochlear Ltd., Sydney,
Australia and provided by Cochlear AG, Basel, Switzerland�

FIG. 1. Fundamental frequency �F0� values for the 20 male and 20 female
speakers used in this study. The mean female F0=183.3�5.4 Hz, and the
mean male F0=117.9�4.8 Hz. The shaded horizontal band denotes the
region of overlapping fundamental frequencies �between 137.9 and 163.3
Hz�. With overlapping speakers excluded, the mean female F0
=195.1�3.1 Hz and the mean male F0=110.1�3.3 Hz.
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and the RFSTAT software system �manufactured and provided
by the Cooperative Research Centre for Cochlear Implant
and Hearing Aid Innovation �CRC HEAR�, Melbourne, Aus-
tralia�. CI signal capture was performed by recording two
long audio sequences played to the subject’s CI device with
the transmitting coil attached to the PCI+IF5 system �instead
of the subject’s implanted receiver coil�, keeping the same
device settings used during the experiment. Each audio se-
quence was 84.25 s long and contained all speech items pre-
sented in the two procedures. Speech items were sequentially
placed one after the other in the audio sequence and were
separated by 100 ms of silence. In order to synchronize the
capture signal onset with that of the audio signal, a 50-ms
white noise burst was placed at the beginning of each long
sequence. The analysis of CI captured signals was performed
using custom software written in MATLAB �The Mathworks,
Natick, MA�. While the signals were being captured, sub-
jects were led to an adjoining room and asked to make draw-
ings of familiar objects. Total time of the experiment was
typically about 30–40 min �fixed and adaptive procedures
typically lasting about 5–10 min each�.

D. Adaptive speech-based F0 discrimination of voice
gender

An adaptive speech-based F0 discrimination procedure
was used to assess voice gender perception as a function of
voice F0 differences using an up-down staircase method
�Levitt, 1971�. Since several researchers have highlighted the
susceptibility of adaptive threshold estimates to variability
caused by attentional lapses or confusion at the beginning of
trials �Baker and Rosen, 2001; Amitay et al., 2006�, subjects
were first instructed how to respond in this task. They were
told that they were going to hear two speech excerpts, one
after the other, in which one item was always male and the
other was always female, with no possibility that both were
male or female. Their task was to listen to both speech items
and choose by pressing the appropriate button on the key-
board which one was female. The female/male distinction
was reinforced through analogy with the child’s mother and
father, and, a practice test was administered with ten trials.
The majority of CI subjects successfully completed the prac-
tice test confirming that they understood the task; the others
were all successful after repeating the practice test once
more.

The stimuli were recordings of different utterances from
the same speakers used in the identification procedure �no
utterances were shared between procedures�. In each trial,
one speech item selected from 20 speakers of one sex was
paired with another speech item selected from 20 speakers of
the other sex. The position of the female voice in the stimu-
lus pair was chosen at random. The stimulus set consisted of
400 different stimulus pairs, each of which had a unique �F0
between the female and male speech item. The largest sepa-
ration of F0 in a stimulus pair was 142.8 Hz, and there was
a region with negative �F0 for stimulus pairs in which the
F0 of the female voice was lower than the F0 of the male
voice �with the minimal value of �F0=−23.6 Hz�.

The initial �F0 was set to 109 Hz, and the adaptive step
was held constant at 10 Hz. The experiment stopped when

either 10 reversal points had been achieved or 50 total trials
had been run. In order to avoid possible pop-out memory
effects of repeating stimulus pairs that were played recently,
a minimal span of four trials was set between repeats of the
same stimulus pair. In accordance with the relative scarcity
of stimulus pairs on both extreme ends of the distribution of
�F0, �F0 could not be increased or decreased beyond these
edge points. To deal with cases in which subjects would be-
come stuck at the edges, the adaptive procedure was modi-
fied; if the �F0 entered the region consisting of the five
stimulus pairs with either the largest or the smallest F0 dif-
ferences, then the adaptive procedure would randomly
choose one of the stimulus pairs in this range.

Performance in the adaptive discrimination procedure
was assessed with discrimination threshold estimates
�DTEs�. These were obtained for each subject by averaging
the values of the last five reversal points of the adaptive
procedure. Since the value of the adaptive parameter was
limited by natural variation in the population of speakers, the
subject might reach either a ceiling �indicating perfect per-
formance� or floor level �indicating chance performance�. In
these cases, DTEs cannot be estimated more precisely than
being smaller or larger than the edge boundaries. The lower
boundary in this procedure was �F0=−13.5 Hz, whereas
the upper boundary was �F0=133.1 Hz.

Hearing controls were run using the same stimuli and
procedures as implemented for the CI group, the only differ-
ence being the presentation of the sounds through Sennheiser
HD 580 headphones �monaural presentation to the right ear
at 65 dB SPL�A��.

E. Capturing procedures of stimulus-induced
electrode output patterns from CI devices

In order to make sure that the CIs received direct stimu-
lation from the experimental computer, without being con-
taminated by external background noise, a specially-
constructed sound-insulated chamber was used �see
Appendix�. To maintain comparable loudness levels corre-
sponding to 65 dB SPL�A� for all stimulus presentations to
each subject, a two-step procedure was followed. The level
of each stimulus was first calibrated by manual manipulation
of signal levels in order to have a RadioShack model 332055
sound level meter reading of 65 dB SPL�A� in free-field,
approximately 105 cm from the midline of a Harman Kardon
2.1 loudspeaker system. Then, using each subject’s
clinically-assigned CI processor in isolation from the subject,
the master volume level on the computer playback software
was adjusted by playing a standard 10-s multi-talker babble
stimulus free-field via a Soundblaster Creative Audigy ZS
sound card and Harman Kardon 2.1 loudspeaker system. The
sound level meter was located at the Esprit 3G or Sprint
microphone approximately 120 cm from the midline of the
loudspeaker, and was used to measure the intensity level
while adjusting the master/output level of the signal to pro-
duce a sound pressure level of 65 dB SPL�A�. Once the
proper setting was achieved, RF STATISTICS software was
used to capture the CI output while playing each stimulus
through the CI processor. Using the “Statistics” tab of the
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capture software, it was possible to determine the average
current level over the duration of each stimulus. The average
of these current levels was taken, and the 10-s multi-talker
babble stimulus was then played to the CI processor while
the stimulus level was adjusted to produce an average current
level identical to that obtained for the experimental stimuli.
The CI processor was then returned to the subject, and this
final setting was used to play the experimental stimuli to
them. The relationship between the clinical units measured
by the capturing system and actual physical �current� units �I
in �A� was determined by the following equation:

I = F � 10 � 175cl/255, �1�

where F is the calibration factor �equal to 1 for the devices
studied here, Peter Seligman, Cochlear Ltd., personal com-
munication� and cl is the value in clinical units �Drennan and
Pfingst, 2006�.

F. Analysis procedures for captured data

The 1 �s temporal resolution of the capturing apparatus
was changed to 20 �s �corresponding to a sampling fre-
quency of 50 kHz� using time-scale conversion, in order to
decrease the memory burden for computational analyses.
Each channel in each subject’s device had minimum �thresh-
old or T-level� and maximum �comfortable or C-level� cur-
rent level values, which bracketed the device’s stimulation
levels, determined on the basis of the CI user’s loudness
percepts for pure tones during clinical fitting. These were
standardized by conversion to percentage of dynamic range,
using the formula

y =
x − T

C − T
, �2�

where y is a converted value in percent of dynamic range, x
is the stimulation current in units of current levels, T is the
threshold level in units of current levels, and C is comfort-
able level in units of current levels for the stimulated elec-
trode. The capturing procedure was not successful in 6 out of
41 subjects �denoted by asterisks in Table I�; captured data
therefore encompassed 35 subjects.

MSs were calculated via Fourier transformation of the
autocorrelation of the stimulus output patterns �Singh and
Theunissen, 2003�. Bandpass filtering based on filter-banks
using the same cut-off frequencies as in the electrodes in the
CI device was first performed using the Nucleus Matlab
Toolbox, a part of the NIC© proprietary software �Cochlear,
2002� generously provided by Cochlear AG. MSs were cal-
culated by autocorrelating and then Fourier-transforming
each envelope. This analysis included the frequency range
between 75 and 225 Hz, which encompassed the F0 values
of all stimuli �the upper bound of 225 Hz was one-quarter of
the lowest stimulation rate �900 Hz�, preventing aliasing ef-
fects in the data analysis�. The lower cut-off value of 75 Hz
removed the effects of low-frequency modulation due to
acoustic variation at syllabic/phonemic levels.

To measure the overall availability of F0 modulation
information for a particular stimulus sound in each subject,
the MSs of electrode outputs were summed over all channels

that �1� were stimulated for at least 25% of the stimulus
duration and �2� possessed distinct F0-related peaks in their
acoustic MSs �peaks less than 40 Hz �a typical just-
noticeable difference �JND� for CI temporal pitch for F0 val-
ues around 200 Hz �Zeng, 2002�� from the F0 value�. To
assess the availability of temporal cues for each stimulus
item in each subject, the following algorithm was followed:
�1� Find all local peaks in the MS that have energy at 0.8 or
more of the maximum amplitude between 75 and 225 Hz and
�2� find the closest peak to F0 with relatively greatest inten-
sity. Using this procedure, each stimulus was assigned a CI
MS F0-related peak value for each subject.

To assess the influence of the number of electrodes car-
rying F0-related modulation cues and their relative strength,
cue-carrying electrodes were sorted according to the relative
strength of their F0-related peaks �“modulation strength”�.
The analysis used the mean modulation strengths of the four
strongest electrodes, and was performed both across response
types �correct vs incorrect trials� and gender �male vs female
speech items�.

Individual DTEs fell into two broad groupings ��56 and
�89 Hz�, meaning that subjects with larger and smaller
thresholds experienced a different number of trials and a dif-
ferent range of frequency differences. To assess the perfor-
mance of their CI devices in an unbiased fashion, two differ-
ent stimulus sets were selected based on the performance of
subjects who scored above chance in the identification pro-
cedure. Stimulus set 1 �SS1� consisted of 15 stimulus pairs
chosen from trials that were correctly responded to by 2 or
more performing subjects and that were never incorrectly
responded to by any of these subjects. Stimulus set 2 �SS2�
contained 15 stimulus pairs chosen from trials responded to
incorrectly by at least 2 performing subjects and that were
never correctly responded to. The F0 separation between
speech items in these trials was similar for the two sets and
was limited to the range between 10 and 60 Hz �meanSS1

=37.3�3.5 Hz, meanSS2=31.7�3.6, Mann–Whitney
U-test, Z=−0.975, nSS1=15, nSS2=15, p=0.33�.

Finally, the quality of F0 cues to voice gender was quan-
tified using the MS peak closest to F0, and the centroid po-
sition in the MS for each stimulus pair. Linear regressions
were calculated using the F0 difference between stimuli as
the independent variable, and the difference in CI MS peaks
or MS-centroid positions as the dependent variable. The r2

value for each subject was used as an estimator of the quality
of information that each CI processor provided about each
type of cue.

III. RESULTS

A. Voice gender identification

1. Behavioral data

Figure 2 shows mean voice gender identification results
for the CI participants. Scores between 13 and 26 correct
responses are consistent with chance performance based on
the binomial distribution. Overall, 18 of the CI participants
�44% of the CI subjects� could correctly identify the sex of
the speaker at better-than-chance performance levels �mean
value of 84.3�1.0% correct� from an isolated stimulus;

J. Acoust. Soc. Am., Vol. 126, No. 2, August 2009 D. Kovačić and E. Balaban: Voice gender perception by cochlear implantees 767



these subjects will subsequently be referred to as “perform-
ing” �P� subjects. The other 23 �56% of the study CI popu-
lation�, with a mean value of 54.4�2.0% correct, were un-
able to identify the gender of isolated stimulus voices, and
will subsequently be referred to as “non-performing” �NP�
subjects.2 All subjects in the control group performed with
maximal or near-maximal performance �mean 98.0�0.4%
correct�, confirming that the stimulus set was not of abnor-
mal difficulty. Further analysis did not reveal any differences
in CI subjects’ performance between male and female speech
items, independently of whether they could or could not cor-
rectly label them.

An analysis by items in subjects with above-chance per-
formance is shown in Fig. 3. This reveals a V-shaped notch
in the proportion of correct responses in relation to the
speaker’s F0, reflecting response uncertainty in the region of
gender-ambiguous F0 values.3

2. Temporal F0-related modulation cues

The correlations between F0-related peaks measured
from CI MSs and the corresponding F0 values measured

from the stimulus waveforms were nominally significant in
all 35 subjects that CI output signals were successfully cap-
tured from �15 performing and 20 non-performing�, confirm-
ing that all CI devices provided robust F0-related temporal
cues. The devices of performing and non-performing sub-
jects did not significantly differ in the magnitudes of these
correlations �meanP=0.84�SD=0.10�, meanNP=0.79�SD
=0.14�, Mann–Whitney U-test, Z=0.98, nP=15, nNP=20, p
=0.325�. However, over all subjects, the correlation coeffi-
cients of correctly identified items were significantly higher
than those of incorrectly identified items �means: 0.83 �SD
=0.15� vs 0.54 �SD=0.48�, Mann–Whitney U-test, Z=3.15,
n=35, p=0.002�, indicating that the quality of temporal cues
provided by the devices was significantly related to percep-
tual performance.

The 15 performing subjects had a large difference in
correlation values between correct and incorrect items
�means of 0.87 �SD=0.1� vs 0.21 �SD=0.56�, Mann–
Whitney U-test, Z=3.73, n=15, p=0.0002�. In contrast,
there was no difference in the magnitude of the correlation
coefficients between correct and incorrect items in the 20
non-performing subjects �means of 0.80 �SD=0.17� vs 0.78
�SD=0.18�, Mann–Whitney U-test, Z=0.72, n=20, p=0.47�.

To combine the data from both types of voices into a
single measure, an analysis of the distance of the F0-related
peak in the CI MSs from the F0 “gender boundary” �the
half-way point between the mean position of the male and
female F0-related peaks of all speech items� and behavioral
performance was carried out. All performing subjects had a
positive correlation between these two measures, which was
significantly different from 0 �Pearson correlation coeffi-
cients ranged from 0.33 and 0.83, p�0.05 in all subjects;
p-values were calculated using Fisher’s r-to-z transform�,
suggesting that performance was related to how clear male or
female temporal F0 cues were.

The acoustic and CI F0 distances of each item from the
gender boundary were averaged across subjects, and pooled
within performing and non-performing groups �Fig. 4�. The
F0 modulation information provided by the CI of the two
groups is very similar, exhibiting a V-shaped relationship be-
tween acoustic and CI F0 distance from the gender boundary
�this V-shape was previously observed in the analysis by
items of the behavioral data from the performing subjects
shown in Fig. 3�. A regression of the form y=B1+B2�x
between CI F0 distance and the proportion of subjects who
correctly responded to each item was calculated for each
subject group �where y is the proportion of subjects who
responded correctly and x is the frequency distance of the
F0-related peak in the CI MS from the gender boundary�.
The regression was significant and accounted for 24% of the
observed gender identification variation in the performing CI
subjects �r2=0.24, F�13�=11.691, p=0.002�, suggesting
that they may use additional cues. The regression was
not significant for the non-performing subjects �r2

=0.05, F�18�=1.913, p=0.17�.

FIG. 2. Proportion of correct responses of 41 subjects with CIs in the fixed
identification procedure. Dashed lines indicate the upper and lower bound-
aries for chance performance set by the binomial distribution. Performing CI
subjects achieved a mean of 84.3�1.0% correct responses; non-performing
CI subjects had a mean of 54.4�2.0% correct responses. The control group
of NH subjects performed with a mean accuracy of 98.0�0.4%.
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3. Number of channels carrying temporal modulation
cues

In the gender identification task, the number of active
electrodes was different between correctly-responded-to and
incorrectly-responded-to trials in only 3 �two performing� of
the 35 subjects from whom the capturing procedure was suc-
cessful. Similar results were obtained with trials sorted ac-
cording to the gender of the speaker �two subjects showed a
significant difference in electrode numbers between male and
female speech items�. While a few subjects may show over-
all differences in the number of electrodes activated by male
and female voices, it appears that this parameter did not play
a general role in the identification task.

4. Magnitude of temporal modulation cues

The mean positions of electrodes with the four largest
MS strength values were significantly different between fe-
male and male speech items in 4 �all performing� out of the
35 subjects. This suggests that in these four subjects there
might be a relationship between the average position of the
four electrodes having maximal MS strengths and voice F0.
Two of these subjects �with relatively high performance� had
a significant linear regression of MS strength on F0 with a
negative slope for correctly-responded-to trials �subject
CI24: y=21.298−0.0042282X, r2�adjusted�=0.18, F�30�
=7.99, p=0.008; subject CI31: y=21.406−0.0050484X,
r2�adjusted�=0.17, F�33�=7.73, p=0.009�. Such an F0-MS
strength relationship was not present for the other two sub-
jects, who showed a greater variability of the mean electrode
positions �ranges: 7.75–20 electrode units� compared to the

former group �ranges: 19.5–21 electrode units�. Still, on av-
erage, all four subjects had a systematic shift in the mean
positions of the four electrodes containing the largest modu-
lations between male and female items.

34 of the 35 subjects whose CI data were recorded
showed a significant difference in the mean amount of modu-
lation strength of the four most “active” electrodes between
female and male speech items. Further analysis revealed a
clear dependence of the strength of F0-related modulation
and the value of F0. These equations were fitted with an
exponential regression of the form MSstrength=a�eb�F0. All
35 subjects showed a significant regression and there were
no differences in the magnitude of the coefficients of deter-
mination between performing and non-performing subjects
�meanP=0.54�SD=0.11�, meanNP=0.53�SD=0.13�, Mann–
Whitney U-test, Z=0.15, nP=15, nNP=20, p=0.88�. When
this analysis was performed between correctly-responded-to
and incorrectly-responded-to items, only one �non-
performing� subject showed a difference in modulation
strengths �means: 3.53�10−6 vs 6.11�10−6, Mann–Whitney
U-test, Z=1.98, n�correct�=24, n�incorrect�=15, p�0.05�.
In general, it seems that the subjects did not utilize these
modulation strength differences while performing gender
identification, even though speech items with lower F0s pro-
duced stronger F0-related modulations in all CI devices.

5. Place cues

The mean male-female spatial distance for all participat-
ing subjects was 0.28�0.03 electrode units and is signifi-
cantly different from 0 �Wilcoxon matched-pair sign rank

FIG. 3. Proportion of correct responses in performing subjects with CIs sorted by stimulus F0. The shaded area shows the region of overlapping F0 for male
and female speech items. Error bars equal one standard error.
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test, T+=594, Z=−4.57, n=35, p�0.001�. The mean spatial
difference in the devices of performing group subjects was
statistically the same as the difference in the devices
of non-performing subjects �Mann–Whitney U-test,
Z=−0.1167, nP=15, nNP=20, p=0.91�. Although place cues
were available to all subjects, they were of small magnitude.
An additional analysis using only the ten most extreme F0
values in each gender group still showed no difference in the
magnitude of place cues between the devices of performing
and non-performing subjects �Mann–Whitney U-test, Z=
−0.38, nP=15, nNP=20, p=0.70�. Analyzing place data by
response type �correctly-responded-to items and incorrectly-
responded-to items� again revealed no differences in the de-
vices of either group of CI subjects �performing group, all
items: U-test, Z=0.55, nC=15, pC=0.59; non-performing
group, all items: U-test, Z=0.47, nI=20, pI=0.64�. Place cue
distances from the gender boundary were not associated with
acoustic F0 frequency distances in any of the subjects. While
subtle information about center-of-mass place cues is avail-
able in the devices of all subjects, it seems to be of little
utility for voice gender identification.

Place cues may provide CI subjects with additional in-
formation in the form of consistent covariation with temporal
cues, which could be masked by the stronger salience of

temporal information. However, a joint analysis assessing the
relationship between temporal �F0-related peak in MS� and
spectral �CM positions of the stimulus output pattern� dis-
tances from the gender boundary for all subjects revealed no
significant relationships between place and temporal cues
�analysis not shown�.

B. Adaptive speech-based F0 discrimination of voice
gender

1. Behavioral data

The control group performed perfectly up to the limits of
the experimental stimulus pairs �12 subjects did not show
reversals, with the remaining 3 subjects showing two rever-
sals only at �F0�0�. This demonstrates that the task works
well for hearing children. The picture is markedly different
for the CI users. Figure 5 shows the DTEs for each subject.
Two groups of subjects are readily apparent: �i� 23 CI chil-
dren produced small �“good”� DTEs with values of 55.8 Hz
or less, and �ii� the other 18 CI subjects had substantially
higher �“worse”� DTEs �89.8 Hz and higher�. Threshold in
this testing scheme corresponds to a performance of 70.7%
correct.

FIG. 4. The availability of F0 temporal cues provided by the CI as a function of F0, and its relation to behavioral performance. Upper panels �A�–�C� show
data for the performing group of subjects, while lower panels �D�–�F� show results for the non-performing subjects. In all panels, circles denote female speech
items, and squares denote male speech items. Panels �A� and �D� show the relationship between the proportions of subjects who responded correctly and the
F0 of the speech item. Panels �B� and �E� show average F0 distances from the gender boundary as recorded from the CI output patterns for each speech item.
Panels �C� and �F� show the relationship between the proportion of subjects who correctly identified each speech item and the corresponding F0 distance from
the gender boundary as recorded from the CI output patterns. The dashed line represents the linear regression. Coefficients of linear regression and their
corresponding coefficients of determination are given on the bottom left of the panel.
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2. Temporal cues

Performing and non-performing subjects4 had similar r2

values for both measures of F0 information in both stimulus
sets �Mann–Whitney U tests, stimulus set 1:
r2�MS-centroid�=0.59�0.03 vs 0.54�0.04, Z=−1.20, nP

=19, nNP=14, p=0.23; r2�F0-peak�=0.58�0.04 vs
0.54�0.07, Z=−0.22, nP=19, nNP=14, p=0.82; stimulus set
2: r2�MS-centroid�=0.31�0.04 vs 0.35�0.04, Z=−0.49,
nP=19, nNP=14, p=0.62; r2�F0-peak�=0.22�0.03 vs
0.21�0.05, Z=−0.26, nP=19, nNP=14, p=0.8�. This empiri-
cally confirms that the CI devices of performing and non-
performing subjects provided similar F0 information.

Figure 6 shows differences between the stimulus sets in
the quality of the information transmitted by the CI. Items
from stimulus set 1 provide significantly better temporal in-
formation than items from stimulus set 2 in all subjects �Wil-
coxon matched-pair sign rank test for F0-peak and MS-
centroid information: T+=538, Z=−4.60, n=33, p�0.0001�.
These differences exist in both performance groups for both
temporal measures �Wilcoxon matched-pair sign rank test,
F0-peak information; performing group, T+=189, Z=−3.78,
n=19, p=0.0002; non-performing: T+=96, Z=−2.73, n=14,
p=0.0063; MS-centroid information: performing group, T+

=186, Z=−3.66, n=19, p=0.0003; non-performing: T+=96,
Z=−2.73, n=14, p=0.0063�.

Another way to look at the quality of temporal informa-
tion provided by the CI is the degree of consistency between
the CI MS spectra peaks and MS-centroid positions, as mea-

sured by their correlation. Over all subjects, the correlation
coefficient was nominally larger in stimulus set 1 compared
to stimulus set 2 �0.57 �n=33, p�0.001, Fisher r-to-z� vs
0.39 �n=33, p=0.02, Fisher r-to-z��, but the difference in the
magnitude of these two correlation coefficients was not sig-
nificant �z=0.91, p=0.35�. Similar results were found when
this analysis was repeated separately for each performance
group �analysis not shown�.

In order to assess whether either of the temporal mea-
sures provided better cues than the other, a comparison of the
r2 values for items from stimulus set 1 was examined, but
this revealed no advantage over all subjects, or for the per-
forming or non-performing groups. The same analysis for
stimulus set 2 revealed that MS-centroids were represented
with a higher degree of fidelity compared to F0-peak infor-
mation �Wilcoxon signed rank test, performing group:
r2�MS-centroid�=0.31�0.04 vs r2�F0-peak�=0.22�0.03,
T+=41, Z=−2.173, n=19, p=0.03; non-performing group:
r2�MS-centroid�=0.35�0.04 vs r2�F0-peak�=0.21�0.05,
T+=18, Z=−2.166, n=14, p=0.03; all subjects:
r2�MS-centroid�=0.33�0.03 vs r2�F0-peak�=0.22�0.03,
T+=112, Z=−3.011, n=33, p=0.003�. The fact that MS-
centroid information is better-represented in stimulus items
that CI subjects discriminate more poorly suggests that CI
users may not be able to extract information from this cue
very effectively.

Adaptive discrimination performance could be limited
by the availability of relevant temporal information. How-
ever, an examination of regressions between the r2 values of
MS-centroid and F0-peak temporal information and adaptive
DTEs yielded no significant relationships.

3. Place cues

The analysis of place cues in the form of the stimulus
pair differences between center-of-mass position of the
stimulus output patterns and the corresponding F0 revealed
that only two subjects had significant correlations for
correctly-responded items �performing subject CI30, correla-
tion coefficient=0.40, p=0.02, and n=34; non-performing
subject CI25, correlation coefficient=0.48, p=0.05, and n

FIG. 5. Scores in the adaptive speech-based F0 discrimination procedure:
�A� adaptive DTEs for each CI subject; �B� box plot of the DTE for both
performance groups. In-box horizontal lines are the median values. Plotting
bar boundaries are between the 25%th and 75%th percentiles; error bars go
between the 10%th and 90%th percentiles.

FIG. 6. Differences in r2 between stimulus sets for measures of temporal
information provided by the CI device �F0-related peak, left; and MS-
centroid, right�. In-box horizontal lines are the median values. Plotting bar
boundaries are between the 25%th and 75%th percentiles; error bars go
between the 10%th and 90%th percentiles.
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=17�. As in the identification task, temporal cues in the form
of amplitude modulation of pulse trains appear to be a major
source of useful information about speaker gender that CI
devices are transmitting.

C. Joint results of the fixed identification and
adaptive discrimination procedures

Figure 7 illustrates the joint results of the two proce-
dures used in this study. Over all subjects, there is strong
correlation between the performances obtained from the two
different assessments �correlation=−0.822, n=41, p
�0.0001, Fisher r-to-z�. The data indicate three natural
groupings of CI subjects based on their task performance.
Group 1 �upper left� consists of 18 subjects with above-
chance performance in voice gender identification and adap-
tive DTEs below 70 Hz. These subjects were able to identify
gender at above-chance levels and performed at 70.7% or
better in the adaptive discrimination task. Group 2 consists
of five subjects �lower left� who were unable to correctly
identify voice gender in spite of having speech-based F0
DTEs between 15 and 60 Hz, overlapping completely with
many of the subjects in group 1. Group 3 consists of 18
subjects who were not able to correctly identify voice gen-
der, and showed poor adaptive speech-based F0 DTEs as
well.

One possibility for the differential performance in the
two experiments could be that the subjects from group 2
learned to identify voice gender in the course of the identi-
fication procedure �which always preceded the discrimina-
tion experiment, and had feedback to maintain the subject’s
interest�. However, none of these subjects showed significant
differences in performance for the initial and final blocks of
speech items in the identification procedure when assessed
with Mann–Whitney tests, suggesting that learning did not
occur.

IV. DISCUSSION

This study evaluated how children with CIs performed
in gender identification tasks using naturalistic stimuli, and
empirically assessed the quality of information that their im-
plant devices were providing to them. In the fixed identifica-
tion procedure, 18 out of 41 subjects �44%� could identify
gender from 2-s speech items taken from a set representing
20 male and 20 female speakers, whereas the other 23 �56%�
of the subjects were unable to perform this task. The results
demonstrate that individual variation in the use of CI infor-
mation is not only seen in complex cognitive tasks such as
speech perception �Blamey et al., 2001�, but is also observed
in more basic perceptual tasks such as identification of voice
gender.

There are several exogenous and endogenous factors
that might contribute to this variation. Major exogenous fac-
tors include technical and clinical aspects of cochlear im-
plantation �the device and the surgery�, whereas the major
endogenous factors include the fundamental properties of the
auditory system together with the developmental trajectory
of deafness and CI use. A major but little-addressed issue
examined by the present study concerns the quality of infor-
mation that CI devices provide to their users.

Patterns of stimulation delivered by each subject’s CI
device were examined, and no general difference was found
in the quality of information provided by the devices of sub-
jects who perform gender identification well and those who
do not; performance differences appear to result from the
ability of CI users to make use of these cues. This variation
in the ability to use information may result from differential
effects of electrode position and insertion depth, and interac-
tions with cochlear biophysics �which are likely to be differ-
ent in different subjects�, resulting in differences in the num-
ber, location, and quality of stimulation of auditory nerve
fibers. All the CI users in the present study underwent full-
depth electrode insertion, and it was not possible to compare
the relatively small electrode insertion depth differences
among them with voice gender identification performance.

FIG. 7. Two-dimensional plot of the joint results of the
fixed identification and adaptive speech-based F0 dis-
crimination procedures. Each data point represents one
subject.
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However, data were collected on exogenous variables such
as age of the CI surgery, age of the onset of deafness, dura-
tion of CI use, and duration of deafness; an evaluation of the
role of these variables will appear in a separate publication.

For the group of CI wearers who were proficient at gen-
der identification, the quality of temporal information was
significantly better for the items that they responded to cor-
rectly when compared to incorrect items. Such a contrast was
not found in the group of subjects who performed poorly in
gender identification, suggesting that the performing group
of subjects could use the temporal information provided by
their devices. Place cues were available but of small magni-
tude, with no evidence for their use. A greater use of tempo-
ral cues over spectral cues has also been suggested by pre-
vious researchers. For example, Fu et al. �2004� compared
gender discrimination abilities using vowels, and found up to
30% better performance when temporal cues were available.
Fu et al. �2005� compared gender identification abilities with
vowels spoken by talkers coming from two sets, with an F0
separation between female and male speakers of 100 and 10
Hz. CI users performed well with the first talker set �F0
separation of 100 Hz�, but their performance decreased
sharply for the set of speakers with small F0 separation.

The issue remains whether the non-utilization of place
information in the experiments presented here is due to dif-
ficulties in detection, or masking by the stronger presence of
temporal cues. A preference for temporal over place cues for
fundamental frequency was confirmed by Laneau and Wout-
ers �2004b�, who found an increase in just-noticeable differ-
ences for F0 discrimination in four CI users from just above
1 octave when place cues were presented alone, to 6%–60%
of an octave when temporal information was added.

The fact that F0 information only accounts for approxi-
mately one-quarter of the variation in voice gender identifi-
cation �Fig. 4�C�� suggests the use of additional gender-
related cues. One such cue was present in the form of
variation in electrode modulation strength. All subjects’ de-
vices exhibited a significant relationship between the modu-
lation strength of the four most active electrodes and voice
F0, but subjects appeared insensitive to it. It is unclear
whether modulation strength cues are not useful because
they are perceptually difficult to detect, because CI users are
unable to interpret them, or because users are not paying
attention to them; it is equally unclear whether CI users
could learn to make use of them. Further research with CI
subjects and NH subjects listening to CI simulations is nec-
essary to better understand and exploit any perceptual rel-
evance of electrode modulation strengths and their spatial
patterning for sound processing schemes.

The CI speech coding algorithm implemented in the de-
vices studied here does not appear to provide equally good
temporal representations of fundamental frequencies for all
voices. Stimulus pairs that were more problematic for gender
identification also had poorer temporal representations of
fundamental frequency. Since CI output patterns are the re-
sult of a complex interplay between clinical parameter set-
tings of the devices and spectro-temporal features of the in-
coming sounds, this suggests the need for a better

optimization strategy for the speech coding algorithm in or-
der to facilitate gender identification for a wider variety of
voices.5

Finally, this study identified five CI users who could not
identify the gender of singly-presented voices but could do
so at better-than-chance levels when two voices were se-
quentially presented. This dissociation of abilities for voice
gender identification and adaptive speech-based F0 discrimi-
nation is striking, as these users had periods of CI experience
�an average of 4.04�0.96 years of use� equivalent to the 18
CI users who could successfully perform both tasks �an av-
erage of 4.02�1.06 years of use�.

The two paradigms differ in terms of how subjects might
strategically perform them. Auditory events appear to pro-
duce a transient auditory sensory memory trace lasting up to
10–20 s �Cowan, 1984; Semal and Demany, 1991; Krum-
hansl and Iverson, 1992; Clement et al., 1999; Caclin et al.,
2006�. In a single-interval gender identification task, gender-
relevant acoustic information in a stimulus item must be
compared with long-term memory representations of gender-
related acoustic features. Two items presented one after the
other within �5 s could be compared without reference to
long-term representations. Winkler et al. �2002� and Winkler
and Cowan �2005� assessed ways in which short-term audi-
tory �“surface”� information gets encoded into longer-term
memory, suggesting that the auditory context within which
the sounds are to be remembered plays an important role.
Perhaps some general types of auditory experiences at an
early age are necessary to set up relations between sounds
and contexts that facilitate the formation of long-term cat-
egorical auditory memories. This issue has important impli-
cations for the ease with which CI users may be able to use
different kinds of auditory information, and needs to be ex-
amined more rigorously in future research.

V. CONCLUSION

Forty-one juvenile cochlear implantees were exposed to
naturalistic speech samples from a variety of speakers, and
asked to perform two voice gender perception tasks; the
stimulus output patterns of their CIs were also documented
for each speech sample. CI electrical output features related
to voice fundamental frequency �F0� and spectral envelope
were evaluated in relation to behavioral performance. Tem-
poral and place cues were equally available in all CI devices,
but only about half of the subjects were able to label gender
correctly. Subjects who could identify voice gender appeared
to utilize temporal cues but showed no evidence of using
place cues. At least one other robust F0-related cue was
present in the output of all CI devices that participants ap-
peared unable to make use of. A subgroup of participants
could discriminate voice gender when two contrasting voices
were presented in succession, but were unable to identify
gender when voices were singly presented, suggesting that it
may be fruitful to more carefully examine the characteristics
of long-term auditory category formation in CI user popula-
tions.
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APPENDIX: COCHLEAR IMPLANT MICROPHONE
ISOLATION

For subjects using Sprint processors, an Intra-Operative
direct cable �manufactured by Cochlear Ltd., Sydney, Aus-
tralia and provided by Cochlear AG, Basel, Switzerland� that
shuts off the external microphone was used during these ex-
periments. However, most of the subjects used an Esprit 3G
CI processor �typically programed with the mixing mode en-
abled�. Direct analog input to the processor via a cable con-
nection would not normally switch off the external proces-
sor’s microphone, resulting in the analog input being mixed
with environmental sounds. This was undesirable during the
sound measurements and experimental stimulus presenta-
tions, and it was equally undesirable to change any param-
eter settings on a subject’s processor. Therefore, an acoustic
isolation chamber for the implant ear-piece was constructed.
This consisted of a small thermos double-walled container
filled with cement aggregated with small iron balls �1–2 mm
in diameter� in order to obtain high density for reducing
sound transmission. The Esprit 3G processor was placed
within the insulated box, which was then sealed. A 30-cm
long coil cable was connected to the processor. The insulated
box was suspended in the vicinity of and behind the subject’s
head, making sure that it did not distract the subject or inter-
fere with their comfort.

The attenuation of the insulated box was measured with
an internal microphone �ECM 335-62M frequency range 20–
20 000 Hz� and an external source of white noise �95 dB
SPL �C-weighting, slow reading�� using three different fre-
quency ranges: �1� octave-wide filtered white noise �60 dB/
octave roll-off� centered at 1000 Hz �27 dB attenuation�, �2�
octave-wide filtered white noise �60 dB/octave roll-off� cen-
tered at 2000 Hz �25 dB attenuation�, and �3� stimulation by
a loudspeaker with a frequency range 100–20 000 Hz �30 dB
attenuation�. In addition, a generic CI device �Esprit 3G, 15
active electrodes, frequency table 7, frequency range 120–
8658 Hz, and stimulation rate: 900 Hz pps/channel� sealed
inside the box required augmentation of the sound by 36 dB
to produce similar average pulse output activity.

1The F0 values of the speech items used here range from 80 to 220 Hz; CI
maps typically have this entire frequency range assigned to the most apical

active electrode. How is it possible to use any F0 place cue information
when it all falls within one channel? F0 differences are also correlated
with differences in the distribution of spectral envelopes between male and
female speakers �Ives et al., 2005; Smith and Patterson, 2005; Smith et al.,
2005, 2007�. In the course of auditory experience with the device, CI users
might build up a representation of the population distribution of the center-
of-mass of stimulation over the electrode array for male and female
voices, which could allow them to discern stimulation patterns whose
center-of-mass differs by fractions of an electrode position.

2If the male and female voices with an overlapping F0 are excluded from
the analysis, the mean performance increased significantly to 94.1�2.0%
in the performing group of CI subjects �Mann–Whitney U-test, n=18, Z
=−4.02, and p�0.000 01�, but was unchanged in the non-performing
group of CI subjects �mean performance 56.0�2.0%, Mann–Whitney
U-test, n=23, Z=−0.26, and p=0.79�.

3One male speech item was consistently ambiguous in the control group,
and this item was excluded from all further analyses.

4CI output patterns captured from stimulus sets 1 and 2 were unusable in
two non-performing subjects because of equipment failure.

5Cleary and Pisoni �2002� found that CI users performed poorly in voice
identification when the linguistic content of paired utterances differed.
This does not necessarily conflict with the present findings. In Cleary and
Pisoni, 2002, the subjects performed a “same-different” task for identify-
ing the speaker �using 3 different female voices� in the face of variation in
the content of utterances, in contrast to the voice gender identification task
using 20 male and 20 female voices studied here. Short-term comparison
may have facilitated the performance of the subjects in the present study,
but not those in Cleary and Pisoni, 2002, because gender identification can
be successfully based on a few relatively static vocal cues �even with a
large number of voices�. In contrast, useful cues for speaker identification
include more dynamic voice features, and subjects need to use different
combinations of static and dynamic features to tell the difference between
different types of voices. Short-term comparisons would help with the
former kind of task, but may hinder overall performance in the latter kind
of task.
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Perceptually relevant parameters for virtual listening
simulation of small room acoustics

Pavel Zahorika�
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Various physical aspects of room-acoustic simulation techniques have been extensively studied and
refined, yet the perceptual attributes of the simulations have received relatively little attention. Here
a method of evaluating the perceptual similarity between rooms is described and tested using 15
small-room simulations based on binaural room impulse responses �BRIRs� either measured from a
real room or estimated using simple geometrical acoustic modeling techniques. Room size and
surface absorption properties were varied, along with aspects of the virtual simulation including the
use of individualized head-related transfer function �HRTF� measurements for spatial rendering.
Although differences between BRIRs were evident in a variety of physical parameters, a
multidimensional scaling analysis revealed that when at-the-ear signal levels were held constant, the
rooms differed along just two perceptual dimensions: one related to reverberation time �T60� and one
related to interaural coherence �IACC�. Modeled rooms were found to differ from measured rooms
in this perceptual space, but the differences were relatively small and should be easily correctable
through adjustment of T60 and IACC in the model outputs. Results further suggest that spatial
rendering using individualized HRTFs offers little benefit over nonindividualized HRTF rendering
for room simulation applications where source direction is fixed.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3167842�

PACS number�s�: 43.66.Lj, 43.55.Hy �RLF� Pages: 776–791

I. INTRODUCTION

Binaural technology has enabled realistic virtual listen-
ing simulation of a variety of room environments from
anechoic rooms to concert halls. These “auralization” tech-
niques not only allow users the unique opportunity to listen
and evaluate the acoustics of different environments without
being physically present in the environments but they also
afford architectural acousticians, sound engineers, and scien-
tists �among others� levels of control of the acoustic stimulus
reaching the listeners’ ears that would be impractical or per-
haps even impossible in real acoustic listening spaces. Al-
though many aspects of the complex methods underlying
particularly model-based auralization techniques �Kleiner et
al., 1993; Vorländer, 2008� continue to be improved and re-
fined �see Rindel, 2000�, perceptual evaluation of the end
results has received relatively little attention. Arguably the
most severe form of perceptual testing for evaluating aural-
ization methods would be to determine whether listeners
could discriminate sound signals in a real room from virtual
simulations designed to emulate the same source signal in
the same room. For anechoic listening rooms, such tests have
been conducted and under the best conditions of the simula-
tion, real and virtual are indistinguishable �Zahorik et al.,
1995; Hartmann and Wittenberg, 1996; Kulkarni and Col-
burn, 1998; Langendijk and Bronkhorst, 2000�. Analogous
testing in more complicated reverberant room environments
has yet to be conducted and for good reason. Best evidence
suggests that even the most sophisticated model-based aural-

ization techniques cannot reproduce the acoustic stimulus
measured in a real room to less than the just-noticeable limits
for human listeners on a host of room-acoustic parameters
when estimated in isolation �Vorländer, 1995; Bork, 2000�.
Although this implies that even the best virtual room simu-
lations would be discriminably different from real-room lis-
tening, the simulations are perhaps no less “natural” or
“room-like” or different on perceptual properties that might
depend on multiple naturally covarying physical parameters.
Alternative methods are therefore needed to more fully as-
sess the perceptual similarity of real and virtual room simu-
lations. This article describes and implements one type of
alternative method in which similarity ratings between both
acoustically measured and modeled rooms are evaluated us-
ing multidimensional scaling �MDS� techniques. A principal
advantage of this method over simple discrimination testing
is that it allows the potentially multiple perceptual aspects or
dimensions by which listeners rate the similarities of differ-
ent measured or modeled room-acoustic simulations to be
explicitly determined.

MDS techniques have been applied to a variety of prob-
lems in the hearing sciences, including the perception of
vowels �Kewley-Port and Atal, 1989�, consonant confusions
�Bilger and Wang, 1976; Soli and Arabie, 1979�, vocal quali-
ties �Kempster et al., 1991�, timbre �Grey, 1977�, and the
perceptual properties of concert hall acoustics �Yamaguchi,
1972�. In general, MDS techniques seek to determine a con-
figuration of the experimental stimuli in a hypothetical Eu-
clidean space that optimally describes or represents partici-
pants’ judgments of similarity �or disimilarity� between all
possible pairs of stimuli in the experiment. Stimulus pairs
that are judged to be similar will lie close together in thisa�Electronic mail: pavel.zahorik@louisville.edu
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“perceptual” space, and stimuli that are judged to be very
different will lie far apart in the perceptual space. Different
�independent� dimensions in the derived perceptual space
can then be interpreted as the different perceptual attributes
or quantities by which participants base their judgments. Fur-
ther interpretation of the perceptual space dimensions is of-
ten accomplished by noting relationships in these dimensions
to physical aspects of the stimuli. For example, work by
Yamaguchi �Yamaguchi, 1972� concluded that listeners’
judgments of similarity between various seating positions
within two concert halls were based on three perceptual pa-
rameters, since the MDS solution for the listeners’ similarity
judgments was found to be three-dimensional. The first two
dimensions of this solution were highly correlated with the
physical parameters of sound pressure level and reverbera-
tion time, and therefore likely represent perceptual correlates
of these parameters. The third dimension in the scaling solu-
tion was not easily interpretable in relation to any physical
stimulus quantities. Although the precise relationship be-
tween physical aspects of concert hall acoustics and relevant
perceptual aspects is an area of active study and debate, the
pioneering results of Yamaguchi using MDS procedures are
in many ways similar to other results using both related
�Schroeder et al., 1974� and relatively unrelated means for
assessing perceived similarity or preference �Barron, 1988;
Beranek, 2004�.

In the work described here, MDS was used to assess the
perceptual similarity between auralizations using both mea-
surements from real rooms and simple room-acoustic mod-
els. The perceptual accuracy of the models is then reflected
in their proximity in the MDS solution to stimuli based on
measurements from real rooms. Given the results of past
room modeling evaluations �Vorländer, 1995; Bork, 2000�,
some perceptual differences between measured and modeled
stimuli are expected. Interpretation of the perceptual dimen-
sions resulting from the scaling solutions will allow for more
detailed assessment of the particular perceptual aspects in
which the models depart from real rooms.

One obvious issue related to the MDS methods as de-
scribed here is that substantial variability in similarity ratings
from participant to participant might naturally be expected.
Although classical MDS procedures offer no way of account-
ing for this variability, more recent weighted MDS proce-
dures �e.g. INDSCAL; Carroll and Chang, 1970� allow the
extent to which individual participants’ responses are based
on a given dimension in the stimulus-space to be determined.
Each individual participant can then be characterized by the
weight they place on each stimulus dimension. In this way,
individual differences can be effectively analyzed. Although
previous studies of perceptual similarity in room acoustics
have not implemented methods to scale individual differ-
ences �Yamaguchi, 1972; Schroeder et al., 1974�, it seems
clear that the potential for considerable individual differ-
ences exists in this application. As such, INDSCAL methods
are implemented in the current study.

A variety of techniques for producing auralizations
based on acoustic models of a room environment have been
proposed �see Kleiner et al., 1993; Rindel, 2000 for review�
and implemented in commercially available software �e.g.

ODEON and CATT-ACOUSTIC packages�. Most techniques rely
on assumptions of geometrical acoustics �Kuttruff, 2000�,
and many use separate methods for simulating early reflec-
tions and late reverberation. Because early reflections are
typically more distinct both temporally and spatially than the
late reverberant energy, which is more diffuse and homoge-
neous in time, they are modeled with more precise, and
therefore more computationally demanding techniques. The
modeling techniques implemented here adopt this same strat-
egy, based loosely on methods described by Heinz �1993�.
An image-model �Allen and Berkley, 1979� is used to model
early reflections and a statistical model is used for late rever-
berant energy modeling. Both individualized and nonindi-
vidualized head-related transfer functions �HRTFs� are used
for spatially rendering the direct-path and early reflections.
The end result of the model is an estimated binaural room
impulse response �BRIR�. Modeled BRIRs can then be com-
pared to measured BRIRs, which are complete descriptions
of the transfer characteristics of the various acoustical com-
ponents of a given real listening situation including charac-
teristics of the source, the room, and the listener’s head and
external ears. Overall, the model implemented here is rudi-
mentary at best, and results in a variety of compromises re-
lated to the simulation of the acoustics of analogous real
rooms. Areas of known compromise include appropriate
simulation of source directionality, appropriate simulation of
non-specular aspects of early reflections �i.e. scattering and
diffraction�, and appropriate simulation of late reverberant
energy �correct effect of diffusion, etc.�. No claims are there-
fore made as to the superiority of this modeling technique
over other techniques. Nevertheless, the model is believed to
maintain many of the essential perceptual aspects of small-
room acoustics, while still allowing the experimenter com-
plete control of all modeling methods and procedures—
something that is often compromised in commercially
available auralization packages.

The primary goal of this study is to evaluate the percep-
tual similarity of rooms simulated using these highly simpli-
fied modeling techniques to simulations based on measure-
ments from a real room. As part of the evaluation, judgments
of similarity will also be solicited for other rooms, with dif-
fering size, reverberant properties, and simulation fidelity.
This will allow for determination of the acoustical factors
that are most relevant for judgments of perceptual room
similarity in this, and perhaps other similar sets of rooms,
while at the same time providing a means for perceptual
validation of the proposed room modeling techniques.

A secondary goal of this study is to determine the ne-
cessity of individualized HRTFs for realistic spatial render-
ing in the room simulation, which is one potentially impor-
tant aspect of room simulation fidelity. Although
individualized HRTFs are known to result in superior spatial
rendering of sound source direction �Wenzel et al., 1993�, the
process of measuring HRTFs for each potential user of an
auralization system is a significant logistical difficulty. It is
therefore important to carefully quantify the potential ben-
efits of individualized HRTFs for room auralization applica-
tions.
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The majority of past work both related to room model-
ing techniques and to the perceptual aspects of room acous-
tics has focused on concert hall environments, many of
which have interior volumes of 20 000 m3 or more. The cur-
rent study, however, is concerned primarily with smaller
room listening environments �between approximately 14 and
7800 m3�, which are more representative of everyday listen-
ing environments in which the vast majority of our auditory
functioning takes place. Given that the acoustic contributions
of a room are known to affect many critical auditory abili-
ties, such as speech intelligibility �Peutz, 1971; Nabelek and
Robinson, 1982� and sound localization in both direction
�Hartmann, 1983� and distance �Zahorik, 2002�, further un-
derstanding of the perceptual attributes of the acoustic prop-
erties themselves from everyday room environments is es-
sential. In addition to addressing an important and generally
understudied area, focus on small-room acoustics, particu-
larly with simple rectangular shapes, has the methodological
benefit of lessening the computational complexity in theory
required for effective room modeling. It is important to note
that the room modeling techniques implemented here be-
come inappropriate in cases where wave behavior of sound
in an enclosed space can no longer be ignored, such as when
room dimensions and source/receiver distances become
small relative to sound wavelength �Lam, 2005�. Such be-
havior should be largely irrelevant for the situations exam-
ined in this study.

Related work by Berkley and Allen �1993� used classical
MDS techniques to determine the perceptual similarity be-
tween 5 small rooms �constant interior volume of 75.5 m3

with variable surface absorptions and source distances in
each room�, all simulated using an image model �Allen and
Berkley, 1979� and presented monaurally without HRTF spa-
tial rendering. Results from this important and highly rel-
evant work suggest that listeners base their judgments of
room similarity on two perceptual dimensions: one related to
reverberation time and one related to variation in the sound
spectrum. Although a number of methodological differences
exist between Berkley and Allen’s study �1993� and the work
described here, their results will nevertheless serve as a basis
for comparison of the results reported here in which model-
based room simulations are compared both physically and
perceptually to simulations based on measurements from a
real room.

II. METHODS

A. Room-acoustic measurements and modeling

1. Participants

Nine listeners �6 female� ages 18–31 years participated
in the acoustical measurement phase of this study.

2. BRIR measurements

BRIRs were measured for each participant in a single
rectangular room using methods fundamentally identical to
those described in Zahorik 2002. The room was large rect-
angular office room with dimensions of 5.7�4.3�2.6 m3

�L�W�H�. Walls were painted drywall material. The floor
was carpeted �short, dense weave�, and the ceiling was a

suspended type, constructed of acoustical tile materials. The
participant was seated �1.3 m from floor to ear level� in the
approximate center of the room: 3.8 m from the front wall,
and 2 m from the left-hand side wall. All measurements were
made using binaural microphones �Sennheiser KE4-211-2�
placed at the entrance of the acoustically sealed ear canals
�i.e. blocked-meatus configuration�. Previous research has
shown that this measurement configuration when paired with
appropriate headphones and compensation will produce re-
sults vary similar to those obtained using probe-microphones
placed near the tympanic membrane �Hammershøi and
Møller, 1996�. An additional benefit of this microphone con-
figuration is that is allows larger microphones to be used,
with frequency response and noise characteristics that are
generally superior to probe-microphones. The sound source
was a small full-range loudspeaker �Cambridge SoundWorks
Center/Surround IV� with high-quality amplification �D-75,
Crown, Inc.� positioned at ear level directly in front of the
participant at a distance of 1.4 m Standard system identifica-
tion techniques using a maximum-length sequence �MLS�
signal �Rife and Vanderkooy, 1989� were used to measure
BRIRs for each participant. The responses to a 16th order
MLS signal �65535-sample� presented periodically were av-
eraged coherently �ten averages� in order to improve signal-
to-noise ratio, which was at least 55 dB �broadband� in all
cases after averaging. Impulse responses were derived from
the averaged responses via circular cross-correlation �Rife
and Vanderkooy, 1989�. All signal generation and data acqui-
sition was performed using MATLAB software �Mathworks,
Inc.�, and high-quality D/A and A/D hardware �DD1, Tucker-
Davis Technologies, Inc.� using 16-bit quantization and a
48 kHz sampling frequency. No compensation for the re-
sponse characteristics of the loudspeaker was applied to the
measurements. The loudspeaker was relatively omni-
direction up to approximately 1 kHz, as is evident in its di-
rectional response data �Fig. 1� measured using procedures
detailed in ISO-3382 �ISO-3382, 1997�. Additional details of
the measurement room are shown in Table I, along with pa-
rameters for subsequent physical and psychophysical testing
including whether the BRIR measurements originated from
the listener’s own ears �ID 1� or from another participant’s
ears �IDs 2–3�.

3. BRIR models

Simple models of BRIRs were constructed using a three-
dimensional image-model �Allen and Berkley, 1979� to
simulate early specular reflections within a hypothetical rect-
angular room and a statistical model of the late diffuse re-
verberant energy. This approach, while relying on a variety
of assumptions and simplifications, is fundamentally similar
to that described by Heinz �1993�, and is shown schemati-
cally in Fig. 2. Twelve different listening situations
�“rooms”� were modeled, all with an omni-directional sound
source directly in front of the listener’s location in the ap-
proximate center of each room, at a distance of 1.4 m, and
1.3 m above the floor surface �approximately ear level when
seated�. The rooms differed in various physical parameters
such as size and the amount of surface absorption, as well as
other details of the simulation methods, which are described
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below and in Table I. Certain room simulations were de-
signed to closely approximate the measurement room envi-
ronment in which the BRIR measurements described in Sec.
II A 2 were conducted �e.g., IDs 4–6�. Other room simula-
tions were designed for comparative use in subsequent psy-
chophysical scaling experiments. For example: room 15 was
anechoic, and room 14 had only early reflections and no late
reverberant energy, rooms 7–10 differed in size, and rooms
11–13 differed in surface absorption.

a. Early response modeling. The direct-path and 500
early reflections were all spatially rendered with head-related
transfer functions �HRTFs� measured using techniques simi-
lar to those described by Wightman and Kistler �1989�.
HRTFs were measured for each participant from a spherical
grid of 541 spatial locations surrounding the listener �10°
spacing, full 360° in horizontal angle; vertical angles from
−60°. below to 90° above ear level� in an anechoic chamber
using miniature electret microphones �Sennheiser KE4-
211-2� in a blocked-meatus configuration. The spherical grid
of measurements was conducted using vertically-oriented
semi-circular �1.4 m radius� array of 16 loudspeakers that

could be rotated horizontally around the participant’s head
location at the center of the grid. A given spatial location in
the grid was selected by rotating the arc to the appropriate
horizontal �azimuth� angle, and then energizing the loud-
speaker on the arc corresponding to the appropriate vertical
�elevation� angle. Arc rotation was accomplished using a
high-torque computer-controlled motor �model HA5C, Haas,
Inc.� with 0.01° rotational precision. Loudspeaker switching
was performed prior to audio signal amplification �D-75,
Crown, Inc.� using a computer-controlled switching device
�AM-16/B, 360 Systems, Inc.�. The measurement signal was
a 20.48 ms broad band �0.2–25 kHz� noise constructed with
a phase-spectrum that minimized the peak-factor of the sig-
nal �Schroeder, 1970�. For each measurement location, 100
repetitions of this signal were presented periodically at a
level producing 70 dBA at the recording location �center of
the participant’s head�. The signals were presented and the
responses from the binaural microphones were recorded us-
ing the same high-quality D/A-A/D hardware �DD1, Tucker-
Davis Technologies, Inc.� at a sampling frequency of
100 kHz, with 16-bit precision. Responses were averaged
coherently �100 averages� in order to improve signal-to-noise
ratio. Transfer-functions were derived for each measured re-
sponse via frequency-domain division by the measurement
signal. Results for each measurement location were then
down-sampled to 50 kHz and windowed to 1024-points in
order to facilitate efficient storage and later convolution op-
erations. Using these techniques, a set of 541 measurements
could be completed in approximately 30 min.

These “HRTF” measurements differed from most stan-
dard types of HRTF measurements in one important respect:
They were not referenced relative to the measured response
from a reference microphone in the absence of the head. This
was done in order to preserve the response of the measure-
ment loudspeakers in each of the transfer function measure-
ments, for later comparison with the room BRIR measure-
ments which also contained the response of the loudspeaker
�same make and model�.

Reflection locations determined from the image-model
were rendered to the nearest HRTF measurement angle. No
interpolation was implemented. Individualized HRTFs were
used for spatial rendering in certain simulation conditions
�e.g. simulation IDs 4 and 7–15�. Nonindividualized HRTFs
from different human participants were used in other condi-
tions �e.g., rooms 5 and 6�. All reflections were modeled as
ideal specular reflections resulting from a point-source
�omni-directional�, with no frequency-dependent absorption
characteristics and no dependencies on angle of incidence.
Broadband levels of each reflection were determined based
on path-length �r�, an average broadband energy absorption
coefficient ��� for all surfaces in the room, the reflection
order �n�, and a constant loss factor �f� designed to help
offset level discrepancies due to scattering and/or other fac-
tors. The gain for the jth reflection relative to the direct-path
�with pathlength r0� was
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FIG. 1. Directional responses of the measurement loudspeaker �Cambridge
SoundWorks Center/Surround IV� in octave bands �125–4000 Hz� ex-
pressed in decibels �1 dB/division� relative to the 360° �energetic� average
response �0 dB, white curve�. The 0° orientation indicates that the loud-
speaker was oriented directly facing the �omni-directional� measurement
microphone. Shaded tolerance regions for source omni-directionality from
ISO-3382 �1997� are shown for each octave band. Below 2 kHz, the mea-
surement loudspeaker deviates from omni-directional specifications by at
most 1.2 dB. Above 2 kHz, the directional characteristic of this loudspeaker
becomes more pronounced, but still only deviates from omni-directionality
by at most 5.2 dB at 4 kHz.

J. Acoust. Soc. Am., Vol. 126, No. 2, August 2009 Pavel Zahorik: Virtual simulation of small rooms 779



20 log10� r0
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For certain models, average � was estimated based on pub-
lished � values for common building materials �Moulder,
1991� averaged across frequency octave-band frequencies

from 125 to 4000 Hz and weighted by the relative surface
area of each material in the modeled room. Other models
used experimentally altered values for average �. Table I
displays the specific choices for HRTF-individualization and
�early response� � values for the simulated rooms evaluated
in this study. Also displayed in Table I is the delay relative to
the direct-path of the last image �500th� in the estimates of
the early response, Te. The constant loss factor, f , was deter-
mined via pilot testing and set to a value of 3 for all models.
A schematic early response is shown in Fig. 2�a�.

b. Late response modeling. Diffuse late reverberation
was simulated using independent Gaussian noise samples for
each ear shaped by separate decay functions applied to each
of six octave-bands ranging from 125–4000 Hz �see Fig.
2�b��. The decay functions were derived from the Sabine
equation �Sabine, 1922�:

T60 = 0.163
V

S�̄i

, �2�

which estimates the amount of time �s� required for sound
level to decay by 60 dB �T60� following the offset of a source
signal, from the parameters of room volume �V�, total sur-
face area of the reflecting surfaces �S�, and the average ab-
sorption coefficient for all surfaces within the ith octave band
��̄i�. Average absorption coefficients in each band were again
based on published � values for common building materials
�Moulder, 1991� weighted by the relative surface area of
each material. These estimated T60 values were used to de-
fine decay functions for each octave band of the following
form:

TABLE I. Description of measured �IDs 1–3� and modeled �IDs 4–15� BRIRs evaluated in this study. For each BRIR, dimensions �length�width
�height�, volume �V�, surface area �SA�, and source distance �d� are listed. Individualized and nonindividualized HRTF implementations are also indicated
�subject ID code listed for nonindividualized sets�, along with the number of HRTF sets �n� used for generating the full stimulus set in each room. For the
modeled BRIRs, early and late energy absorption coefficients ��� entered into the model are also indicated.

Late �

ID HRTF set n
L

�m�
W

�m�
H

�m�
V

�m3�
SA

�m2�
d

�m� Early �
Te

�ms� 125 250 500 1000 2000 4000

Meas.
1 Indiv. 7 5.7 4.3 2.6 62.4 99.6 1.4 ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯

2 SXB 1 5.7 4.3 2.6 62.4 99.6 1.4 ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯

3 SZM 1 5.7 4.3 2.6 62.4 99.6 1.4 ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯

Modeled
4 Indiv. 7 5.7 4.3 2.6 62.4 99.6 1.4 0.29 55 0.40 0.30 0.30 0.30 0.22 0.20
5 SXB 1 5.7 4.3 2.6 62.4 99.6 1.4 0.29 55 0.40 0.30 0.30 0.30 0.22 0.20
6 SZM 1 5.7 4.3 2.6 62.4 99.6 1.4 0.29 55 0.40 0.30 0.30 0.30 0.22 0.20
7 Indiv. 7 3.4 2.6 1.5 13.5 35.9 1.4 0.29 34 0.40 0.30 0.30 0.30 0.22 0.20
8 Indiv. 7 8.5 6.4 3.9 210.5 224.1 1.4 0.29 83 0.40 0.30 0.30 0.30 0.22 0.20
9 Indiv. 7 11.3 8.5 5.2 499.0 398.4 1.4 0.29 112 0.40 0.30 0.30 0.30 0.22 0.20
10 Indiv. 7 28.4 21.3 12.9 7797.4 2490.0 1.4 0.29 283 0.40 0.30 0.30 0.30 0.22 0.20
11 Indiv. 7 5.7 4.3 2.6 62.4 99.6 1.4 0.05 55 0.05 0.05 0.05 0.05 0.05 0.05
12 Indiv. 7 5.7 4.3 2.6 62.4 99.6 1.4 0.10 55 0.10 0.10 0.10 0.10 0.10 0.10
13 Indiv. 7 5.7 4.3 2.6 62.4 99.6 1.4 0.30 55 0.30 0.30 0.30 0.30 0.30 0.30
14 Indiv. 7 5.7 4.3 2.6 62.4 99.6 1.4 0.29 55 1.00 1.00 1.00 1.00 1.00 1.00
15 Indiv. 7 5.7 4.3 2.6 62.4 99.6 1.4 1.00 55 1.00 1.00 1.00 1.00 1.00 1.00
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FIG. 2. Schematic representation of the BRIR modeling procedure. �a� Styl-
ized representation of the early portions of the BRIR �one ear only� esti-
mated using an image model �Allen and Berkley, 1979� and then spatially
rendered using HRTFs. The time axis represents the duration of the early
response, Te, relative to the start of the direct-path response �0�. �b� Stylized
representation of the late response modeling procedure in which noise
samples shaped by exponentially decaying envelopes are generated in each
of six octave bands �125 Hz–4 kHz� and then summed and scaled �see text
for details�. �c� Representation of the combined early and late responses for
one ear. Identical procedures were implemented to estimate the response of
the other ear.
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d�t� = 10−3t/T60, �3�

where t is measured in seconds. The parameters used to es-
timate T60 and compute all decay functions for modeling late
reverberant responses are shown in Table I. Broadband late
responses were created by summing the decay-shaped noise
samples across octave bands.

c. Combining early and late responses. The levels of
early and late responses were first matched by noting the rms
level �broadband� in the last 10 ms of the early response �i.e.
Te−10 ms to Te� and then scaling the late response such that
its rms level �broadband� over the same period �Te−10 ms to
Te� was identical to the early response. All energy in the late
responses between 0 and Te was then removed, and the re-
sulting late response for each ear was summed with the early
response for each ear to create an estimated BRIR, as shown
schematically in Fig. 2�c�. The resulting BRIR was then
down-sampled to 48 kHz and stored for subsequent analysis
and psychophysical testing. All room model and signal pro-
cessing was implemented using MATLAB® �Mathworks, Inc.�
software.

4. Equalization for headphone presentation

In order to facilitate accurate reproduction of the appro-
priate pressure waveform at both eardrums using headphone-
based virtual auditory space techniques, the transfer charac-
teristics of an acoustically open headphone �Beyerdynamic
DT 990 Pro� when coupled to the head were measured for
each participant. These measurements were obtained during
the same measurement sessions as the BRIR and anechoic
HRTF measurements using the same binaural microphones
�Sennheiser KE4-211-2� in a blocked-meatus configuration
and similar techniques for system identification. Results of
these measurements were used to construct headphone equal-
ization filters to correct for the response of the headphone
when coupled to the head of each participant, following logic
described and evaluated by Møller, Hammershøi, and col-
leagues �Møller, 1992; Møller et al., 1995�. Because the
equalization quality can depend on the degree to which the
microphone position in the ear canal was similar for both
headphone and HRTF or BRIR measurements, two sets of
equalization filters were made for each participant: one based
on headphone measurements during the BRIR measurement
session and the second based on measurements during the
HRTF session. The former equalization filters were then used
for virtual room simulation using the measured BRIRs, and
the later equalization filters were used for model-based room
simulation. Methods to construct the equalization filters were
similar to those described in previous work �Zahorik, 2002�.
The magnitude spectrum from each measurement was in-
verted, smoothed �20% of a critical bandwidth�, and low-
pass filtered at 20 kHz. The results were then defined to have
linear phase, and used to implement a 256-coefficient finite
impulse response filter for headphone equalization �48 kHz
sampling rate�.

B. Physical testing

Measured and modeled BRIRs were evaluated physi-
cally using two general methods: one in which the BRIRs

were directly compared between the measured room and the
best-case model, and one in which various common room
acoustical parameters were computed from the BRIRs for
each room. Parameter values were then compared and used
to provide a basis for interpretation of subsequent psycho-
physical testing.

1. BRIR comparisons

The direct analysis of BRIR similarity compared BRIRs
from the measured room �ID 1� to those from the best-case
modeled room �ID 4� for each of nine participants. Compari-
sons were made by first bandpass filtering �third-order But-
terworth as specified by ANSI-S1.11, 2004� the BRIRs �left
and right ears separately, un-equalized for headphone repro-
duction� into 1 /3 octave bands, with center frequencies rang-
ing from 125 to 8000 Hz. In each band, the normalized
cross-correlation function, CF, was computed between mea-
sured and modeled BRIRs:

CFL or R��� =
�0

tmaxp1�t�p4�t + ��dt

��0
tmaxp1

2�t�dt�0
tmaxp4

2�t�dt
. �4�

CF was computed for each ear separately, where p1 and p4

are the FIRs from rooms 1 and 4, respectively, for a given ear
�L or R�. A variable maximum integration time, tmax, which
represents the maximum integration time applied to the im-
pulse responses was also implemented. Here three different
values of tmax were evaluated: 5 ms, 20 ms, and full impulse
response, which will be denoted as tmax=�. These different
choices of tmax where chosen to determine how the degree of
match may be influenced by the direct-path alone �tmax

=5 ms�, the inclusion of early reflections �tmax=20 ms�, and
the inclusion of early reflections as well as late reverberant
energy �tmax=��. Each 1 /3-octave-band CF was then sum-
marized by computing the cross-correlation coefficient, CC,
defined as

CC = max	CF���	 for − 1 ms � � � 1 ms, �5�

which is simply the maximum magnitude of CF CC may be
interpreted as the degree of linear association between the
two impulse responses that is independent of delay or polar-
ity. High similarity between measured and modeled BRIRs
will yield CC values near 1.

2. Acoustical parameter comparisons

Five different room-acoustic parameters were estimated
from the measured and modeled BRIRs in this study. The
majority of the estimated parameters were commonly used
room-acoustic parameters �ISO-3382, 1997�, including re-
verberation time �T60�, clarity index �C50�, center time �Tc�,
and the interaural cross-correlation coefficient �IACC� based
on full-duration BRIRs. An additional spectral centroid pa-
rameter, fc, not described in ISO-3382 �1997� was also esti-
mated in an attempt to characterize any potential timbral
differences between the BRIRs. All parameters were esti-
mated from the BRIRs for each measured/modeled room
�un-equalized for headphone reproduction� for each partici-
pant.
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Estimation procedures for T60, C50, Tc, and IACC were
based on those described in ISO-3382 �1997� with the fol-
lowing important differences: �1� All BRIRs in this study
resulted from measurements made with directional micro-
phones placed in the ears of individual listeners. Although
this technique is valid for estimation of IACC, ISO-3382
�1997� recommends that estimates of T60, C50, Tc be made
from measurements with an omni-directional microphone in
the absence of the head. Here, these parameters were instead
estimated from the left ear portion of the BRIRs. �2� ISO-
3382 �1997� also requires that an omni-directional source be
used for all parameter estimation. The source used for all
measured BRIRs in this study had directional response prop-
erties that deviated from true omni-directionality. Although
both of these departures from ISO-3382 �1997� recommen-
dations may have biased the parameter estimates reported in
this study, the bias due to directional microphones used in
the measurements should be relatively constant across all
measurements, and the bias due to source directionality in
the measure BRIRs is believed to be relatively low below
2 kHz �see Fig. 1�.

Estimation of the spectral centroid parameter, fc, for
each BRIR was accomplished as follows. Each BRIR was
first passed through a bank of 1 /6th-octave rectangular band-
pass filters, with center frequencies, cfi, ranging from
125 to 16 000 Hz. Let Ei be the resulting energy in the ith
1 /6th octave band specified in decibels. The spectral cen-
troid, fc, in hertz is therefore defined as

fc = 10�
i=1
n �log 10�cfi�Ei�/
i=1

n �Ei��, �6�

where n=43 in this case, corresponding to the number of
bandpass filters used in the analysis. Conceptually, the spec-
tral centroid is the center of mass of a signal’s magnitude
spectrum, and has been shown to be related to the perceptual
quality of timbre �Grey and Gordon, 1978�. Since previous
work has identified the importance of spectral/timbral as-
pects in small-room acoustics �Bech, 1995, 1996�, and infor-
mal observation suggests that mismatches in HRTF process-
ing can cause changes to the timbre of reproduced sound,
this spectral centroid parameter may be particularly relevant
for the listening situations examined in this study.

Due to specific experimental and measurement proce-
dures of this study, three additional and common room-
acoustic parameters �all described in ISO-3382, 1997� were
not estimated in this study: sound strength, lateral energy
fraction, and early decay time. Sound strength, which is a
measure of sound energy in a given room relative to energy
at a fixed source-receiver distance �typically 10 m� in the
acoustic free-field, was not estimated here because overall
sound presentation level was equalized across all sound
stimuli in this study. This caused sound strength to be essen-
tially fixed, and therefore not a useful acoustic parameter for
describing acoustical differences across the measured and
simulated rooms in this setting. Lateral energy fraction,
which is the proportion of laterally arriving sound energy
relative to omni-directional energy, was also not estimated,
since this parameter requires measurements from a figure-
eight microphone which was not available for this study.
Finally, early decay time was not separately estimated be-

cause preliminary testing revealed that it was almost per-
fectly correlated with measures of T60 for the rooms exam-
ined in this study.

C. Psychophysical testing

1. Participants

Seven listeners �six female� ages 18–31 years partici-
pated in the experiment. All had normal hearing, as verified
by standard �ANSI-S3.9, 1989� audiometric screening at
15 dB HL from 125 to 8000 Hz, and were experienced in
sound localization tasks. All listeners participated in the pre-
vious physical measurement phase of this study. Listeners
SXB and SZM �see Table I� did not participate in this phase
of the study.

2. Stimuli and presentation apparatus

15 different stimuli were constructed based on the 15
different measured or modeled room simulations detailed in
Table I. The source signal for all stimuli was a high-quality

FIG. 3. Results of a correlation analysis between measured �ID 1� and
best-case modeled �ID 4� BRIRs for all participants �n=9�. The dependent
measure is a cross-correlation coefficient, CC, which is the maximum mag-
nitude of the cross-correlation function, CF��� between measured and mod-
eled impulse responses computed separately in each 1 /3-octave band rang-
ing from 125 to 8 kHz �see text for details�. Three different maximum
integration times for the cross-correlation function are shown: 5, 20, � ms.
In each plot panel, the median CC across all participants is displayed for left
ear responses only �solid curve�, right ear responses only �dashed curve�,
and for responses pooled across both ears �white curve�. Shaded regions
indicate the IRQ for all CC values.
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speech sample �3.4 s duration� from a male talker recorded
in anechoic space. This signal was convolved with BRIRs
from each room. Overall level of the convolved stimulus was
then equalized across all stimuli by matching the rms ampli-
tudes. This was done in an attempt to remove overall level as
a potential means for perceptually classifying the stimuli.
Stimuli were presented in a double-walled sound booth over
equalized headphones �Beyerdynamic DT-990-Pro� using
Tucker-Davis Technologies equipment for D/A conversion
�16-bit, 48 kHz� and headphone amplification �fixed gain�.
All signal processing was implemented using MATLAB®
�Mathworks, Inc.� software.

3. Design and procedure

Participants listened to all possible pairs of different
stimuli �210 total�, presented with an inter-stimulus interval
of 1 s. Participants were told to rate the perceived disimilar-
ity between each stimulus in the pair using a 100-point rating
scale, ranging from 0= “exact same” to 99
= “completely different.” Participants were allowed to listen
to the stimulus-pair as many times as they wished prior to
making their rating response, which the participant entered
numerically on a computer keypad. No feedback was given
to participants as to the type of trial or the nature of their
responses. The experiment was run in blocks of 210 trials
consisting of one set of all possible pairs of different stimuli,
presented in random order. Participants required approxi-
mately 45 min to complete one trial block. Each listener
completed nine blocks of trials, resulting in a total of 1890
trials, or nine similarity ratings for each stimulus pair. Lis-
teners were explicitly instructed to note any stimuli in which
the sound source location was not perceived external to the
head.

III. RESULTS

A. Physical testing

Overall, the simple virtual room modeling techniques
described in this study produced a reasonably good physical

match to the measured room �a large office space�. Quanti-
tative assessment of the degree of physical matching was
conducted both via direct analysis of BRIR similarity and via
an indirect analysis of various room-acoustic parameters de-
rived from the BRIRs. Results from these analyses are re-
ported in Secs. III A 1 and III A 2.

1. BRIR comparisons

Figure 3 displays results from the BRIR correlation
analysis comparing a measured BRIR to the best-case mod-
eled BRIR. When tmax=5 ms, the cross-correlation coeffi-
cient was greater than 0.93 at all frequencies. This high de-
gree of association was not particularly surprising, given that
this time range was dominated by the direct-path response,
which should have been very similar in both cases �e.g. same
participant, same source, and direction�. When tmax=20 ms,
some decrease in correlation �mismatch� may be observed at
frequencies below 400 Hz. This effect becomes more pro-
nounced at tmax=�, and additional decreases in correlation
may be observed above 6 kHz. Overall, this analysis sug-
gests that the modeled BRIRs are in good agreement with the
measured BRIRs within the 400–6000 Hz bandwidth, but
show increasing mismatch above and particularly below this
frequency range when the full BRIRs are analyzed �tmax

=��. Increased mismatch is also accompanied by increased
variability across participants �i.e., greater interquartile range
�IRQ��.

2. Acoustical parameter comparisons

Estimates of five acoustical parameters derived from the
BRIRs from each room are displayed in Fig. 4. Results for
the T60, C50, Tc, and IACC parameters �Figs. 4�a�–4�d�� were
condensed into three two-octave frequency ranges: low �125
and 250 Hz bands�, medium �500 and 1000 Hz bands�, and
high �2 and 4 kHz bands�, following methods described in
ISO-3382 �1997�. This process was performed separately for
each participant in a given measured or modeled room. Fig-
ure 4�e� displays the spectral centroid parameter for each
measure/modeled room. All values displayed in Fig. 4 repre-
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FIG. 4. Estimated room-acoustic parameters for 15 BRIR types �see Table I for ID coding and descriptions�: reverberation time T60 �a�, clarity index C50 �b�,
center time Tc �c�, interaural cross-correlation IACC �d�, and spectral centroid fc �e�. Separate estimates are shown for low �125 and 250 Hz bands�, medium
�500 and 1000 Hz bands�, and high �2 and 4 kHz bands� frequency ranges in �a�–�d�. In all cases, the displayed estimates are means across participants. Error
bars represent one standard deviation.
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sent mean estimates across participants. Standard deviation
values across participants are also displayed �error bars�.

Overall, considerable variation in the parameter esti-
mates may be observed across the sample of rooms. This
variation across rooms is generally much larger than the
between-participant variation, with the exception of the fc

parameter where large individual variability was observed.
This individual variability in fc is likely due to differences in
the HRTFs across participants, which is controlled through
the use of individualized HRTFs in subsequent psychophysi-
cal testing. Two additional points regarding individual vari-
ability are noteworthy. First, there was zero individual vari-
ability between rooms 2 and 3, since each room was based
on measured BRIRs from only a single participant. Second,
although rooms 5 and 6 were also based on anechoic HRTF
measurements from single participants, these rooms had non-
zero parameter standard deviations. This is because the room
models, which used independent samples of Gaussian noise
for simulating the late reverberant energy, were re-computed
for each participant in the study, even though the HRTF set
was held constant. Hence the variability in these parameters
was due solely to variability in late reverberant energy, not
HRTF differences.

To further assess the adequacy of the room modeling
procedures, parameter estimates between the measured room

�ID 1� and the best-case modeled room �ID 4� were com-
pared. Table II displays broadband parameter estimates for
each room, and parameter estimate differences between
rooms. Estimates of the just-noticeable difference for each
parameter in isolation are also displayed based on results
from previous studies that most closely approximated the
listening conditions present in this study. Only the differ-
ences in C50 and IACC were greater than 1 just noticeable
difference �JND�, suggesting that rooms 1 and 4 would likely
be discriminable based differences in either of these param-
eters alone.

An additional and important aspect of the room-acoustic
parameter estimates for this set of rooms is that many param-
eters are highly correlated. These relationships are visible in
Table III, which displays the Pearson correlation matrix be-
tween all pairs of parameters. Statistically significant corre-
lation may be observed in many of the cells, particularly
between the different frequency ranges for a given param-
eter. Significant correlations are also observed across param-
eters, particularly in relationship to the Tc parameter which
appears to be highly correlated with many of the other pa-
rameters.

In an attempt to reduce the redundancy and dimension-
ality of this set of parameters, a principle-components analy-

TABLE II. Broadband acoustical parameters estimates �means across all frequency bands� for measured �ID 1�
and best-case modeled �ID 4� BRIRs. Differences �and % changes� are also shown, as are estimates of the JND
for each acoustical parameter determined from previous studies.

Measured
�ID 1�

Modeled
�ID 4� Difference JND

B
ro

ad
ba

nd
Pa

ra
m

et
er

T60 �ms� 445.8 432.3 13.5 �3%� 24 ms �Seraphim, 1958�
C50 �dB� 10.6 6.8 3.8 �36%� 1.1 dB �Bradley et al., 1999�
Tc �ms� 21.8 24.9 −3.1 �−14% � 5.7–11.4 ms �Cox et al., 1993�
IACC 0.718 0.659 0.1 �8%� 5% �Okano, 2002�
fc �Hz� 1557 1525 32 �2%� 7% �Emiroglu and Kollmeier, 2008�

TABLE III. Correlation matrix between physical room acoustic parameters for 15 BRIR types �see Table I for BRIR descriptions�.

T60 C50 Tc IACC

fcLow Mid High Low Mid High Low Mid High Low Mid High

Low 1.000
T60 Mid 0.998a 1.000

High 0.990a 0.993a 1.000

Low −0.396 −0.392 −0.426 1.000
C50 Mid −0.331 −0.330 −0.355 0.980a 1.000

High −0.296 −0.295 −0.317 0.968a 0.998a 1.000

Low 0.757a 0.726a 0.738a −0.498 −0.373 −0.341 1.000
Tc Mid 0.753a 0.723a 0.735a −0.493 −0.372 −0.341 0.998a 1.000

High 0.737a 0.704a 0.707a −0.456 −0.359 −0.340 0.971a 0.977a 1.000

Low −0.287 −0.266 −0.309 0.582b 0.463 0.429 −0.704a −0.708a −0.618b 1.000
IACC Mid −0.116 −0.083 −0.081 0.644a 0.618b 0.627b −0.582b −0.592b −0.610b 0.749a 1.000

High −0.106 −0.071 −0.049 0.509 0.533b 0.562b −0.483 −0.498 −0.589b 0.495 0.926a 1.000
fc −0.419 −0.407 −0.448 0.329 0.215 0.178 −0.703a −0.722a −0.647a 0.873a 0.537b 0.352 1.000

aCorrelation is significant at the 0.01 level �two-tailed�.
bCorrelation is significant at the 0.05 level �two-tailed�.
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sis with varimax rotation was performed on the mean param-
eter estimates shown in Figure 4. From this analysis
�implemented using SPSS® software�, four principle compo-
nents were found to account for 97.8% of the variance in the
full set of parameter estimates �13 parameters for each of 15
room simulations�. This suggests that the original 13-
dimensional parameter space with a relatively high degree of
redundancy can be effectively represented with only 4 di-
mensions. Components 1–4 accounted for 35.3%, 24.8%,
19.7%, and 18% of the variance, respectively, suggesting
relatively equal contributions of components 1–4. The ro-
tated component loadings resulting from this analysis are
shown in Table IV, where each value may be interpreted as
the correlation between a given component and room-
acoustic parameter. From these results, it appears that com-
ponent 1 is most strongly associated with T60 �relatively in-
dependent of frequency�, component 2 is most strongly
associated with C50 �also relateively independent of fre-
quency�, component 3 is most strongly associated with fc,
and component 4 most strongly associated with high-
frequency IACC. This suggests that broadband T60, broad-
band C50, fc, and high-frequency IACC make up a set of four
independent physical room-acoustic parameters for this set
of room simulations.

Consistent with correlation results shown in Table III
where Tc is shown to be highly correlated with many other
room-acoustic parameters, Tc also does not appear to be
strongly related to any principle component in this analysis.
Instead, Tc is only moderately related to the principal com-
ponent 1, which is the same component to which T60 is much
more strongly related. This result, in conjunction with the
correlation results �Table III�, suggests that Tc is not indepen-
dent of T60, and that T60 is a better predictor of one source of
independent variability in the acoustic parameters for the
rooms in this study. For this reason the Tc parameters will be
excluded from subsequent analyses.

B. Psychophysical testing

A MDS analysis was performed on the mean perceived
similarity ratings �interval measurement scale assumed� from
each listener between all possible pairs of measured/modeled
room simulations listed in Table I. This analysis �INDSCAL,
implemented using SPSS® software� allowed for a scale of
perceived room similarity to be determined, as well as a
characterization of each individual listener’s use of the re-
sulting scale. Here, the scale of perceived similarity in room
acoustics was determined to be two-dimensional �R2

=0.830�, since solutions with higher dimensionality did not
account for a substantially greater proportion of the total
variance �0.871�R2�0.889, for solutions with three to six
dimensions�. The two-dimensional solution also resulted in
high R2 values associated with each individual listener’s
data, as shown in Fig. 5. There were no reports of non-

TABLE IV. Rotated principal component matrix for acoustic parameters estimated from 15 measured and
modeled room simulations �see Table I for room descriptions�. The strongest loadings for each component are
indicated in bold.

Component

1 2 3 4

Low 0.975 −0.159 −0.101 −0.009
T60 Mid 0.972 −0.169 −0.090 0.037

High 0.961 −0.198 −0.148 0.078

Low −0.243 0.916 0.232 0.185
C50 Mid −0.173 0.959 0.099 0.198

High −0.141 0.959 0.057 0.234

Low 0.720 −0.118 −0.489 −0.437
Tc Mid 0.715 −0.113 −0.499 −0.447

High 0.713 −0.087 −0.376 −0.566

Low −0.147 0.312 0.886 0.275
IACC Mid 0.019 0.448 0.447 0.764

High −0.008 0.352 0.165 0.899
fc −0.316 0.037 0.901 0.162
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FIG. 5. Proportion of variance accounted for �R2� in a two-dimensional
scaling solution as a function of individual listener.
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externalized sound sources from any of the listeners.
Figure 6 displays the resulting two-dimensional scale of

perceived room acoustics. To further interpret the scale, each
dimension in the scale was correlated with physical room-
acoustic parameters that were found to be most representa-
tive of the acoustical variability between rooms in this study.
Table V displays the correlation between each of the two
dimensions in the psychophysical scale with four “most rep-
resentative” physical parameters: those found to produce fac-
tor loadings with magnitude �0.9 in any of the four dimen-
sions from the principal components analysis described in
Sec. III A �see Table IV�. Because Dimension 1 from the
scaling solution was highly correlated �r�0.94� with T60, at
all frequencies, it likely represents a perceptual quantity re-
lated to reverberation time. The relationship is direct: In-
creases in Dimension 1 scale values correspond to increases

in T60 parameter values. Dimension 1 also appears to be
more moderately related �inversely� to the fc parameter �r=
−0.58�, which may suggest that this perceptual dimension
may also depend somewhat on sound timbre. Dimension 2 of
the scaling solution appears to be most strongly related to the
IACC parameters in the mid- and high frequencies �r�
−0.82�. As a result, it may represent a spatial aspect of the
perceived sound, perhaps related to image size or diffuse-
ness. The relationship is inverse, however: Increases in Di-
mension 2 scale values generally correspond to decreases in
mid- and high-frequency IACC. More moderate �but still sta-
tistically significant� negative correlations between Dimen-
sion 2 and the C50 parameters as well as low-frequency
IACC are present.

Also evident from the scaling solution shown in Fig. 6 is
that the modeled BRIRs �IDs 4–6� designed to approximate
BRIRs measured from a particular room do not exactly
match the percepts elicited by the measured BRIRs �IDs
1–3�. In general, the modeled BRIRs lie slightly higher on
Dimension 1 and slightly lower on Dimension 2, which
based on the proposed interpretation of the two dimensions
of the perceptual scale suggests that the modeled BRIRs are
perceived as having slightly longer reverberation time and
slightly less diffusivity than the measured BRIRs. For Di-
mension 1, this relationship is consistent with the observed
physical values of T60 in the high frequencies, where mod-
eled BRIRs had approximately 23% greater reverberation
time than measured BRIRs �see Table II�. For Dimension 2,
the relationship is consistent with the observed physical val-
ues of IACC in the mid- and high frequencies, where mod-
eled BRIRs had approximately 16% and 9% greater IACC
values �see Table II�. Although these perceptual mismatches
between measured and modeled rooms do suggest shortcom-
ings of the modeling procedures, it is important to note that
the mismatches are limited to two perceptual dimensions
with relatively clear physical correlates. As such, methods to
improve the perceptual match should be relatively straight-
forward.

Of further note is the close proximity of modeled BRIRs
using individualized HRTFs �IDs 1 and 4� to those using
nonindividualized HRTFs �IDs 2, 3, 5, and 6� in Fig. 6. This
suggests that the perceptual effects of manipulating proper-
ties of the reverberant sound are much larger than the effects
due to the potentially degraded spatial rendering of the
direct-path and early reflections with nonindividualized
HRTFs. This result has important implications for the imple-
mentation of virtual room simulations, suggesting that indi-
vidualized HRTFs may not be required to effectively simu-
late different room-acoustic environments when the source
direction is fixed.

An additional and potentially interesting aspect of the
perceptual scale shown in Fig. 6 is the relative location of
room 14: a room with no late reverberant energy �see Table I
for details�. This “degraded” room is, in fact, closer to the
measured rooms �1–3� than any of the modeled rooms �4–6�
expressly designed to emulate the measured rooms. Although
the enhanced match on Dimension 1 is perhaps predictable,
based on the interpretation that Dimension 1 is a direct per-
ceptual correlate of reverberation time and that room 14’s
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FIG. 6. Derived two-dimensional scale �R2=0.830� of perceived room simi-
larity �see Table I for room simulation ID coding and descriptions�.

TABLE V. Correlation between physical stimulus parameters and values in
the two-dimensional perceptual scaling solution. The Tc parameter was ex-
cluded from this comparison, because it was found to be highly correlated
with T60 �see Table III�.

Dim. 1 Dim. 2

Dim. 1 1.000 0.355
Dim. 2 0.355 1.000

Low 0.946a 0.383
T60 Mid 0.943a 0.344

High 0.948a 0.330

Low −0.412 −0.571b

C50 Mid −0.309 −0.530b

High −0.264 −0.536b

Low −0.452 −0.554b

IACC Mid −0.183 −0.822a

High −0.086 −0.837a

fc −0.575b −0.389

aCorrelation is significant at the 0.01 level �two-tailed�.
bCorrelation is significant at the 0.05 level �two-tailed�.
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reverberation time is reduced given the truncation of its late
reverberant energy, it also clearly suggests that simulation of
late reverberant energy may be relatively unimportant for the
overall accurate perceptual recreation of small-room acous-
tics.

The relative importance of the two dimensions in the
scaling solution for each listener are shown in Fig. 7. Sub-
stantial differences in the importance, or weight, each lis-
tener placed on the dimensions of the scaling solution are
evident. The majority of listeners tended to place greater
weight on Dimension 1, and relatively less weight on Di-
mension 2. The mean weight across all listeners for Dimen-
sion 1 was 0.72 �SD=0.21�. For Dimension 2, the mean
weight was 0.49 �SD=0.20�. This suggests that for most lis-
teners, aspects of room reverberation time are perhaps the
primary bases for judging the similarities between room
simulations in this study. Some listeners, however, appear to
place approximately equal weight on the two dimensions,
and one listener �e.g., SZK� appears to base their judgments
of room similarity primarily on the perhaps spatially oriented
aspects of Dimension 2.

IV. DISCUSSION

A. Physical testing

1. BRIR comparisons

Although the simplified room modeling techniques de-
scribed in this study were capable of producing reasonable
approximations to measured BRIRs in a real-room, closer
analysis of BRIR similarity revealed that the approximations
were least good in the frequency extremes of the late rever-
berant energy �see Fig. 3�. Differences in the high frequen-
cies were most likely due to the method of modeling the late
reverberant energy, which was limited to frequencies below
4 kHz. Explanations of the differences at low frequencies are
more complicated, however. Some of the differences likely
resulted from the mere fact that correlational procedures
were used to assess similarity of signals that were designed

to have uncorrelated late reverberant energy. Other explana-
tions of the differences include potential errors in the estima-
tion of absorption coefficients used to model the late rever-
berant energy, as well as the lack of diffraction effects in the
model. Previous studies have demonstrated the sensitivity of
room modeling techniques to accurate estimates of surface
absorption properties as well as low-frequency errors due to
the lack of diffraction modeling �Vorländer, 1995; Bork,
2000� Although precise explanations of these differences ob-
served in the BRIRs at the frequency extremes is beyond the
scope of this study, it is also important to recognize the gen-
erally high degree of similarity observed using the same cor-
relational procedures between measured and modeled BRIRs
in the midfrequencies �400–6000 Hz�. This result is encour-
aging, because it suggests that even greatly simplified room
modeling techniques can produce reasonable physical
matches to measured BRIRs from simple room environments
at least over a somewhat restricted mid-frequency region.

2. Acoustical parameter comparisons

Given that direct comparison of the BRIRs demonstrated
differences between measured and modeled results, it is not
surprising that room-acoustic parameters derived from the
BRIRs also show differences between models and measure-
ments, as displayed in Table II. To better interpret the mag-
nitude of these differences, they were compared relative to
psychophysically determined just-noticeable differences
�JNDs� for each parameter in isolation �see Table III�. Two
recent evaluative comparisons of commercially available
room modeling software have used a similar approach �Vor-
länder, 1995; Bork, 2000�. From the results shown in Table
III, it is apparent that only the differences in C50 and IACC
parameters were greater than 1 JND. This suggests that these
rooms would likely have been discriminable based on either
of these parameters in isolation, and not any of the other
parameters �e.g. T60, Tc, and fc�. Of course comparison of
particularly the C50, T60, and Tc parameters from this study
that were estimated from the response of a directional micro-
phone �i.e., placed in the ear� to JND values from other stud-
ies where this was not the case �Seraphim, 1958; Cox et al.,
1993; Bradley et al., 1999� must be made with considerable
caution. The IACC comparison is perhaps more valid, given
that comparable source directionality �at least in the low fre-
quencies� and binaural recording techniques were used both
to estimate the parameters in this study and by Okano �2002�
to estimate IACC JND. The observed difference in IACC
between measured and modeled rooms is most likely related
to the directional properties of the measurement sound
source at high frequencies �see Fig. 1�. Finally, it is impor-
tant to note that the differences between measured and mod-
eled rooms in this study, expressed in terms of parameter
JNDs, are within the range of differences reported in recent
evaluative comparisons of various commercially available
auralization packages relative to parameters based on mea-
surements from real auditoria �Vorländer, 1995; Bork, 2000�.
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3. Independence of acoustical parameters

Although a large number of room-acoustic parameters
were estimated from BRIR measurements in this study �see
Fig. 4�, results from the principal components analysis sug-
gest that there are really only four independent parameters
for this set of rooms: broadband T60, broadband C50, fc, and
high-frequency IACC. Given that the sample of rooms in this
study was in no way intended to be representative of all
moderate-sized rooms, it is premature to extend this result to
other sets of listening rooms. Nevertheless, there are poten-
tially important similarities between this set of independent
parameters, and results from four other studies based on
physical measurements from mostly concert hall listening
environments �Schroeder et al., 1974; Ando and Schroeder,
1985; Beranek, 2004; Cerdá et al., 2009�: All find a rela-
tively small number of independent parameters �2–6� and all
sets of independent parameters include some measure of re-
verberation time and some measure of interaural coherence.
These results are potentially important because they may
suggest that a small set of independent physical parameters
are invariant across a wide range of listening environments,
and thus may be of considerable benefit to understanding
general perceptual aspects of room acoustics. Beyond this, it
is difficult to find other similarities in the results across stud-
ies, although Ando and Schroeder �1985�, Beranek �2004�,
and Cerdá et al. �2009� did all report that strength factor was
an additional independent physical parameter. Strength factor
was not considered in Schroeder et al., 1974, or in the cur-
rent study, because in both studies sound level was equalized
at the ear across all stimuli during psychophysical testing,
thus removing strength factor as a basis for similarity judg-
ments.

B. Psychophysical testing

1. Perceptual scale results

Even though the simplified methods used to model room
acoustics did not produce exact physical matches to mea-
sured BRIRs, the modeling techniques still provide valuable
insight into the perceptual differences between rooms—
either simulated or real—with different acoustical properties.
Based on the results of the MDS analysis of the participants’
disimilarity ratings of all possible pairs of rooms, it is con-
cluded that the scale of perceptual differences between the
rooms is two-dimensional. Dimension 1 of this perceptual
scale appears to be related to reverberation time and Dimen-
sion 2 appears to be related to sound spaciousness within the
room. Overall, these results are consistent with several as-
pects of previous work in which perceptual scales of mostly
concert hall listening environments have been estimated.
First, the perceptual scales of room acoustics appear to be
relatively low-dimensional. That is, a relatively few number
of independent perceptual aspects of the room’s acoustical
properties comprise the entire room-acoustic percept. In
complex listening environments, such as concert halls, there
appears to be a greater number of independent perceptual
parameters, although the exact number and makeup of the set
of parameters has been an active area of study over the past
quarter-century or more �Beranek, 1992; Cerdá et al., 2009�.

In one study that examined perceptual scales of the acoustics
of smaller listening rooms, the scale was found to be two-
dimensional �Berkley and Allen, 1993�. A second area of
consensuses across nearly all studies is the primacy of rever-
beration time in percepts related to room acoustics. In this
study, reverberation time appears to account for the majority
of variance in most listeners’ judgments of acoustical simi-
larity. Work by Berkley and Allen �1993� also in small rooms
demonstrated a similarly strong relationship between rever-
beration time and perceptual similarity. A number of other
studies of concert hall acoustics draw similar conclusions
regarding the perceptual importance of reverberation time
�see Beranek, 1992 for review�, although debate as to the
exact perceptual relationship between reverberation time and
other room-acoustic parameters continues. In general, this
apparent primacy of reverberation time in the perceptual as-
pects of room acoustics is clear testament to practical impor-
tance placed on the physical quantification of reverberation
time in a variety of listening environments dating at least to
the work of Sabine �Sabine, 1922�.

At least two aspects of the derived perceptual scale in
this study depart from results of previous studies related to
perceived small-room acoustics. First, the interpretation of
Dimension 2 as a spatial dimension of perceived room
acoustics is inconsistent with the second dimension of the
perceptual scale reported by Berkley and Allen �1993�. Al-
though both studies conclude that the primary determinant of
perceived small-room acoustics is reverberation time, Berk-
ley and Allen �1993� suggested that a secondary determinant
is related to a spectral variance parameter, which has been
shown by other to relate to the ratio of direct-to-reverberant
sound energy �Jetzt, 1979�, instead of the spatial aspects of
Dimension 2 reported here. One likely explanation for this
difference is that the Berkley and Allen �1993� scaling study
was conducted under monaural listening conditions, which
would have eliminated any binaural information that is criti-
cally important for reproduction of the spatial aspects of
room acoustics. Had spatial information been eliminated in
the current study through monaural sound presentation,
closer agreement on Dimension 2 of the scaling solutions in
the two studies may have been observed. It is also interesting
to note that the measured and modeled BRIRs in this study
differed most along Dimension 2, suggesting that these two
classes of BRIRs are perhaps most different perceptually in
terms of spatial attributes related to IACC. A second depar-
ture from the results of past work is the seemingly minimal
contribution of spectral/timbre aspects to perceived small-
room acoustics. This result is surprising, given that results of
past work suggest that spectral coloration caused by the
acoustics of small rooms is an important perceptual aspect of
such rooms �Olive and Toole, 1989; Bech, 1995, 1996�. Al-
though results from the physical parameter analyses in this
study do suggest that timbre �as measured by fc� is an inde-
pendent physical parameter in this set of rooms, it does not
appear to be an independent perceptual parameter. Instead, fc

is found to be related to Dimension 1 of the scaling solution,
but more weakly related than reverberation time. As such,
one might conclude that timbre does, in fact, contribute to
the perceptual aspects of small-room acoustics in the current
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study, but it does so much less than reverberation time and is
not perceptually independent of reverberation time, at least
for this set of room simulations. Recent data from Rumsey et
al. �2005� show similar inter-relationships between spatial
and timbral aspects of reproduced sound, although these au-
thors find that timbre tended to dominate space under condi-
tions of degraded multi-channel audio reproduction.

An additional important result from the perceptual scal-
ing analysis in this study is that individual listeners differ
considerably in the relative importance they place on the two
perceptual dimensions related two reverberation time and
spaciousness. Although most listeners weight the reverbera-
tion time dimension most heavily, clear exceptions to this
rule were observed, where some listeners placed increased
weight on the spaciousness dimension. Because past studies
of preference in room acoustics have not generally used the
multidimensional methods to analyze individual differences
implemented in this study, results are difficult to compare
directly. Reports of large individual differences in concert
hall acoustics preference appear to be relatively common
�Wilkens, 1977; Barron, 1988; Morimoto et al., 1988�, how-
ever.

Finally, it is important to note that the perceptual scaling
results reported here were determined from a single source/
listener location within each room, using a single set of
speech source material. As a result, the sensitivity of these
particular scaling results to source location or source material
is not currently known, although past studies of concert hall
preference have demonstrated effects of both factors
�Yamaguchi, 1972�. Clearly this is an area in need of study
within smaller listening environments.

2. Practical implications

Results from the psychophysical scaling analysis have a
number of practical implications for virtual listening simula-
tion of small rooms. First, the greatly simplified room mod-
eling techniques used here still provided reasonable matches
to measured rooms. Physically, the matches in room-acoustic
parameters were generally similar to the matches typically
seen from other room modeling software packages �Vor-
länder, 1995; Bork, 2000�. Perceptually, the modeled rooms
did differ from the measured rooms, but only along the two
dimensions of the perceptual similarity space thought to re-
late to reverberation time and spaciousness. Had very poor
perceptual matches between measured and modeled rooms
been present, one might have expected that the scaling solu-
tion would have included an additional dimension that inde-
pendently differentiated between measured and modeled
rooms: a “realism” dimension. Such a dimension was not
observed. This result is encouraging, because it suggests that
optimization of the model to perceptually match the mea-
sured response characteristics should be easy to accomplish
via appropriate adjustments to the physical acoustic param-
eters of T60 and IACC that closely correspond to the two
perceptual dimensions. Evaluation of such perceptual optimi-
zation strategies applied to room-acoustic modeling tech-
niques, perhaps in conjunction with comparisons to results
from more physically sophisticated models, is an area for
additional study.

A second implication from these room scaling results is
that individualized HRTFs do not appear to be necessary for
realistic room simulation, since both measured and modeled
BRIRs with nonindividualized HRTFs fall very near those
with individualized HRTFs in the scaling solution �Fig. 6�.
Given the logistical challenges of obtaining individualized
HRTF sets for each potential user in virtual listening simu-
lations, this result is of particular practical importance. It is
essential to note, however, that the testing situation in this
study involved only a single static source location directly in
front of the listener. As such, the relevance of the likely small
directional errors in source rendering resulting from the use
of nonindividualized HRTF did not play a major role in lis-
teners’ judgments of room similarity. It is also likely that in
listening situations such as those reproduced here, the direc-
tional information contained in at least some of the early
reflections may be suppressed through a process commonly
known as the precedence effect �Wallach et al., 1949; Lito-
vsky et al., 1999�, thus further minimizing the need for
highly accurate simulation of the directional information in
the early reflections using individualized HRTFs. Although
there can be no doubt that a variety of room simulation ap-
plications would be well-served through accurate simulation
of a single fixed-direction sound source, other more compli-
cated applications with variable source direction would
likely benefit from the increased directional accuracy af-
forded by individualized HRTFs, as has been demonstrated
in previous work within anechoic space �Wenzel et al.,
1993�.

A final somewhat more tenuous implication relates to
the simulation of late reverberant energy. In the physical
analyses of the measured and modeled BRIRs, it was noted
that one significant source of error appeared to stem from the
modeling of the late reverberant energy. Hence, modeling
techniques for this portion of the response are an obvious
place for improvement. Surprisingly, however, the modeled
room stimulus which had its late reverberant energy artifi-
cially removed �room 14� was closer on the perceptual scale
than other modeled rooms which included simulated late re-
verberation. Perhaps no reverberation, which is analogous to
the simulation situations originally described by Allen and
Berkley �1979�, is better than poor reverberation. Clearly ad-
ditional research is required to more fully examine this ef-
fect.

V. CONCLUSIONS

The simple room simulation methods described in this
study provide a reasonable physical approximation to BRIRs
measured in a real room. Modeling errors generally in-
creased at the frequency extremes. When room-acoustic pa-
rameters were estimated from the BRIRs, differences be-
tween modeled and measured rooms for most parameters
were on the order of those reported for other room modeling
algorithms �Bork, 2000�. Potential causes for these differ-
ences are not fully understood, but likely include model limi-
tations related to directional sound sources, as well as inad-
equacies in the model’s treatment of late reverberant energy.
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Four independent acoustics parameters derived from the
measured or modeled BRIRs resulting from the 15 room
simulations examined in this study were found. These pa-
rameters were broadband T60, broadband C50, fc, and high-
frequency IACC.

MDS results suggest that only two dimensions are per-
ceptually relevant for judging the similarity between the 15
room simulations examined in this study. Dimension 1 of the
scaling solutions was highly correlated with T60 �	r	�0.94�.
Dimension 2 was highly correlated with mid- and high-
frequency IACC �	r	�0.82�. Measured and modeled rooms
were relatively close together in the scaling solution, sug-
gesting a good degree of perceptual similarity.

Most listeners based their judgments of room similarity
primarily on reverberation time �Dimension 1�, although
relatively large individual differences were observed.

Effects of spatial rendering quality �individualized
HRTFs� were small, which has important practical implica-
tions for virtual auditory display and room auralization ap-
plications.
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The choice of processing parameters for vocoded signals may have an important effect on the
availability of various auditory features. Experiment 1 varied envelope cutoff frequency �30 and 300
Hz�, carrier type �sine and noise�, and number of bands �2–5� for vocoded speech presented to
normal-hearing listeners. Performance was better with a high cutoff for sine-vocoding, with no
effect of cutoff for noise-vocoding. With a low cutoff, performance was better for noise-vocoding
than for sine-vocoding. With a high cutoff, performance was better for sine-vocoding. Experiment
2 measured perceptibility of cues to voice pitch variations. A noise carrier combined with a high
cutoff allowed intonation to be perceived to some degree but performance was best in high-cutoff
sine conditions. A low cutoff led to poorest performance, regardless of carrier. Experiment 3 tested
the relative contributions of comodulation across bands and spectral density to improved
performance with a sine carrier and high cutoff. Comodulation across bands had no effect so it
appears that sidebands providing a denser spectrum improved performance. These results indicate
that carrier type in combination with envelope cutoff can alter the available cues in vocoded speech,
factors which must be considered in interpreting results with vocoded signals.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3158835�
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I. INTRODUCTION

Noise- and tone-vocoded signals are used to study the
use of temporal cues in normal-hearing �e.g., Shannon et al.,
1995; Souza and Turner, 1998; Gallun and Souza, 2008� and
hearing-impaired listeners �e.g., Turner et al., 1995; Souza
and Boike, 2006� as well as to simulate the information
available to cochlear implant users �e.g., Rosen et al., 1999;
Shannon et al., 2004; Green et al., 2007�. To create these
signals, an envelope is extracted from each band of a filter
bank and used to modulate a carrier that is either a sine wave
at the center frequency of the band or a white noise subse-
quently filtered to the channel bandwidth. There has been
much recent interest in delineating the various factors that
are important in accounting for differences between sine- and
noise-vocoded speech, and also some areas of disagreement
between previous studies. Dorman et al., 1997 is often cited
as demonstrating no effect of carrier type for consonants,
vowels, or sentences. In contrast, recent studies have found
better sentence and/or vowel recognition with sine than with
noise carriers �Gonzalez and Oliver, 2005; Chang and Fu,
2006; Whitmal et al., 2007; Stone et al., 2008�. For conso-
nants, Whitmal et al. �2007� found that sine carriers provided
better performance in noise but equivalent performance in
quiet. Under some circumstances then, sine-vocoded and
noise-vocoded speech do not seem to provide the same in-
formation, at least for normal-hearing listeners.

To understand these differences, we briefly consider the
acoustic form of these signals for a relatively small number

of channels, say, 6 or less, where we expect little or no res-
olution of the harmonics of voiced speech by the analysis
filter bank �Fig. 1�. Of crucial importance, and interacting
with the carrier type, is the cutoff frequency of the envelope
smoothing filter that typically follows rectification, as this
determines the range of modulation frequencies available in
the envelope signal.

A. Vocoding with a sine carrier

When the envelope cutoff is high in comparison to the
talker’s fundamental frequency �F0�, voiced speech will re-
sult in envelopes containing amplitude fluctuations corre-
sponding in rate to the voice pitch of the talker. When such
an envelope is multiplied against the sinusoidal carrier, side-
bands consisting of the sum and difference frequencies of
each spectral component in the envelope spectrum and the
carrier frequency will be created �as well as a strong compo-
nent at the carrier frequency due to the strong dc component
in the envelope spectrum�. Thus the spectrum of each result-
ing channel output will consist of a series of harmonic-like
spectral components centered at the carrier frequency, plus
and minus the fundamental frequency. Different from what
happens in natural speech, the spectral components squeeze
together and expand around their central frequency rather
than sweeping all in the same direction during the character-
istic F0 glides that constitute intonation. Informal observa-
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tions suggest that such signals lead to a percept that has a
reasonably strong pitch, making information about voicing
and intonation accessible to a listener.

Quite apart from the explicitly phonetic information, the
common modulation sine components receive during voiced
speech may also have a beneficial impact on intelligibility.
Carrell and Opie �1992� showed that such a common modu-
lation, at least at low enough modulation rates, can improve
the intelligibility of sine-wave speech, presumably by mak-
ing the components cohere better �but note the important
acoustic differences between sine-vocoded speech and sine-
wave speech�.

For aperiodic speech sounds, the range of fluctuation
rates in the envelope signal will depend in a straightforward
way on the envelope filter cutoff. Higher cutoffs will lead to
faster fluctuations, but these will be random in nature. On the
one hand, these higher-rate envelope fluctuations may ob-
scure the slower envelope fluctuations. On the other hand,
higher-rate envelope fluctuations may cue the presence of
aperiodic energy more effectively, a strong cue to voiceless-
ness and fricative manner. However, it is likely that the effect
of envelope fluctuations, either for or against aperiodic en-
ergy, operates only in the absence of other spectral shape
cues �i.e., only in single-channel vocoding� because voice-
less excitation tends to have much more energy in high fre-
quency regions than low, the opposite trend to that observed
for voiced sounds. Indeed, there is good evidence for the
utility of envelope fluctuations above 20 Hz when using a
single channel, but not when using higher numbers of chan-
nels �Shannon et al., 1995; Fu and Shannon, 2000�.

The situation is much simpler when the envelope filter
cutoff is low in comparison to F0. Here, any within-channel
information about speech periodicity in the envelopes arising
from voiced speech will be eliminated and only slow fluc-
tuations will be transmitted. This will result in the output

spectrum being dominated by what is essentially a small
number of sinusoids varying slowly in amplitude, one for
each channel in the vocoder.

B. Vocoding with a noise carrier

When noise is used as a carrier, inherent fluctuations in
the noise will be superimposed on the envelope. It seems
plausible that these fluctuations �non-existent for a sine car-
rier� could interfere with or obscure some envelope cues. On
the other hand, noise-vocoded consonants result in similar
auditory nerve responses to natural speech consonants �Loe-
bach and Wickesberg, 2006� so perhaps the carrier fluctua-
tions are irrelevant.

Varying the envelope filter bandwidth again has its ma-
jor effects for voiced speech. For envelope filter cutoffs low
in comparison to F0, there should be no direct cues for pe-
riodicity, hence little or no percept of voice pitch. When
envelope filter cutoffs are high in comparison to F0, cues to
periodicity and intonation are signaled through amplitude
modulations in the noise carrier which may not be very deep,
and even in the best situations lead to relatively weak pitches
�Burns and Viemeister, 1976, 1981; Patterson et al., 1978�. It
therefore seems likely that the voice pitch of the talker will
be much less salient in noise-vocoded than in sine-vocoded
speech at least for high envelope cutoffs. Supporting evi-
dence for this comes from work by Stone et al. �2008� who
investigated sentence recognition in a single-competing-
talker background for six-channel noise and tone carriers.
Although this study does not resolve the issue of higher-
frequency envelope contributions to speech recognition per
se, it would be expected that F0 cues would aid talker sepa-
ration and thus improve performance. In fact, varying enve-
lope bandwidth had much larger effects for sine than noise
carriers.

FIG. 1. Wide- and narrow-band spectrograms of vari-
ous versions of the phrase “buying some” extracted
from a male speaker uttering the sentence “They’re
buying some bread.” The top row shows the original
speech, followed by examples of the processing used in
experiment 1, all based on three-channel sine or noise
vocoders with two different envelope smoothing cut-off
frequencies �30 and 300 Hz�. Hence condition 3s300
refers to a three-channel sine vocoder with an envelope
cutoff frequency of 300 Hz. The 30 Hz cutoff was cho-
sen to be significantly below the fundamental frequency
�F0� of the talker, and the 300 Hz cutoff chosen to be
significantly above. The F0 contour of the utterance can
be seen at lower right �narrow-band spectrograms of
3n30 and 3n300 stimuli are visually indistinguishable�.
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It is also important to note that varying envelope band-
width should have little impact on the spectrum of noise-
vocoded speech. Although the modulation of the envelope by
the noise carrier still leads to sidebands, multiplying a white
noise by any signal still results in a white noise. Here, the
spectral properties of each band are determined by the prop-
erties of the filters used to limit the bandwidth of each chan-
nel after modulation.

In summary, then, envelope cutoff frequency and carrier
type, as well as number of bands, interact in a complex way
and require further study, especially as regards their effects
on intelligibility. Generally speaking, we expect much bigger
effects of envelope bandwidth for sine-vocoded rather than
noise-vocoded speech, because the bandwidth of the ex-
tracted envelopes is a crucial determinant of the temporal
and spectral characteristics of sine-vocoded speech, but only
affects the temporal properties of noise-vocoded speech.

Experiment 1 provides a direct assessment of these ef-
fects. Two follow-up experiments examine the contributions
of fundamental-frequency variations �experiment 2� and car-
rier comodulation across bands �experiment 3� to the results
found.

II. EXPERIMENT 1: ENVELOPE FREQUENCY CUTOFF
VERSUS CARRIER TYPE

The purpose of experiment 1 was to vary envelope fre-
quency cutoff, carrier type, and number of bands. We ex-
pected an interaction between carrier type and envelope cut-
off. Previous work also suggested that such an interaction
might depend on the type of speech materials.

A. Subjects

Subjects were 16 adults �12 females and 4 males� re-
cruited from the student population at UCL. All were native
speakers of southern British English. Subjects ranged in age
from 19 to 52 years �mean 25 years�. All but one listener had
normal hearing, defined as pure-tone thresholds of 20 dB HL
or better �see ANSI, 2006� at octave frequencies between
0.25 and 8 kHz. The exception was a single listener �aged 52
years� who had a pure-tone threshold of 30 dB HL at 8 kHz

in one ear but who met the 20 dB HL inclusion criteria at all
other test frequencies. None of the subjects had any prior
experience with the test materials. All subjects were paid for
their participation.

B. Stimuli and procedure

All test materials were spoken by the same female
talker, who was a native speaker of southern British English.
Stimuli were digitally recorded in a quiet room with sam-
pling rates of 22.05 kHz for consonant and vowel stimuli and
48.1 kHz for sentences. The stimuli were vocoded using lo-
cally developed MATLAB software, as follows. Each file was
digitally filtered into two, three, four, or five bands, using
sixth-order Butterworth IIR filters. Filter spacing was based
on equal basilar membrane distance �Greenwood, 1990�
across a frequency range of 100–5000 Hz. Band center and
cutoff frequencies are shown in Table I. Next, the output of
each band was half-wave rectified and low-pass filtered
�fourth-order Butterworth� at either 30 or 300 Hz to extract
the amplitude envelope. The envelope was then multiplied
by a carrier, either a tone at the band center frequency or a
noise. The resulting signal �envelope�carrier� was filtered
using the same bandpass filter as for the first filtering stage.
The rms level was adjusted at the output of the filter to match
the original analysis, and the signal was summed across
bands. Sixteen different conditions were created, each with a
unique combination of envelope cutoff frequency �30 or 300
Hz�, carrier type �sine or noise�, and number of bands �two,
three, four, or five�.

1. Consonant recognition

Consonant recognition was measured with a set of 20
syllables, including the consonants /b/, /tʃ/, /d/, /f/, /g/, /dc/,
/k/, /l/, /m/, /n/, /p/, /r/, /s/, /ʃ/, /t/, /v/, /w/, /j/, /z/, and /c/ in
an /ÄCÄ/ context. These tokens were presented diotically
through Sennheiser HD 25 SP headphones at a level between
65 and 70 dB SPL. On each trial, subjects heard a single
syllable and selected among a set of orthographic choices
using a computer mouse.

TABLE I. Center and lower-to-upper cutoff frequencies �in hertz� used for the vocoder processing. For each
condition the lowest cutoff frequency was 100 Hz and the highest cutoff frequency was 5000 Hz.

Center frequency
�Hz�

Band 1 2 3 4 5
2 392 2294
3 269 1005 2984
4 219 643 1531 3399
5 192 481 1005 1955 3673

Lower-to-upper cutoff frequencies
�Hz�

Band 1 2 3 4 5
2 100–1005 1005–5000
3 100–548 548–1755 1755–5000
4 100–392 392–1005 1005–2294 2294–5000
5 100–315 315–705 705–1410 1410–2687 2687–5000
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To familiarize them with the task, subjects began with a
practice block, in which the 20 consonants were sampled
from the various test conditions. Each test condition occurred
at least once during the practice block. If the response to a
trial was correct, visual correct answer feedback was pro-
vided and the processed consonant was played again, along
with the unprocessed version. If the response was incorrect,
the processed version was replayed and the subject was
asked to try again. If the second response to that trial was
incorrect, the correct answer was shown and the processed
and unprocessed consonants were played.

In the test phase, the subject completed one block for
each of the 16 test conditions. Each block contained 40 con-
sonants �each token appeared twice�. Each subject heard a
different order of the conditions based on a Latin square.
Correct answer feedback was not provided in the test phase.

2. Vowel recognition

Vowel recognition was measured with a set of ten vow-
els in a /bVd/ context: “bad” �/æ/�, “bard” �/Äb/�, “bawd”
�/Åb/�, “bead” �/ib/�, “bed” �/e/�, “bid” �/(/�, “bird” �//b/�,
“bod” �/Ä/�, “booed” �/ub/�, and “bud” �/#/�. Testing was simi-
lar to that described for consonants except the practice block
sampled 30 /bVd/ words from the various test conditions and
each test block contained 30 vowels �each token appeared
three times�.

3. Sentence recognition

Sentences were drawn from the ASL �MacLeod and
Summerfield, 1990� and the BKB sentence lists �Bench and
Bamford, 1979�. Sentence testing was done in an open-set
format. The subject repeated the sentence to the experi-
menter, who was seated in the same room and scored the
responses using a computer program, which showed the
three key words. The scoring screen was not visible to the
subject. Listeners began with a practice block of ten sen-
tences. After responding to a practice sentence, the subject
heard the processed and unprocessed versions of that sen-
tence. Each test block consisted of 15 ASL sentences and 16
BKB sentences, with each sentence played once without
feedback. No list was repeated. Each sentence had three key
words so the score for each condition was based on 93
words.

C. Results

For each reported analysis, Mauchly’s �1940� test was
evaluated and the Greenhouse–Geisser adjusted values were
used if the assumption of sphericity was violated.

1. Consonant recognition

In Fig. 2, proportion correct for each condition is plotted
as a function of number of bands. A repeated-measures
analysis of variance comparing number of bands, carrier
type, and envelope cutoff frequency showed significant main
effects of number of bands �F3,45=275.16, p�0.005�, car-
rier type �F1,15=10.24, p=0.006�, and envelope cutoff fre-
quency �F1,15=19.54, p�0.005� with no significant three-
way interaction �F3,45=1.60, p=0.202�. Carrier type

interacted with envelope cutoff frequency �F1,15=23.74, p
�0.005� and with number of bands �F3,45=3.83, p
=0.016�. Number of bands and envelope cutoff frequency
did not interact �F3,45=1.14, p=0.341�.

To understand the nature of the interaction, separate
two-way analysis of variance �ANOVAs� �bands
�carrier type� were carried out for each envelope cutoff
frequency. At a 30 Hz envelope cutoff frequency, perfor-
mance improved with increasing band number �F3,45

=160.54, p�0.005� and there was no difference between a
sine and noise carrier �F1,15=0.68, p=0.423�. A significant
bands�carrier interaction �F3,45=3.84, p=0.016� was
caused by better performance �t15=2.23, =0.041� for the
five-band noise carrier, although this difference was no
longer significant once Bonferroni-corrected. With a 300 Hz
envelope cutoff frequency, performance improved with in-
creasing band number �F3,45=110.40, p�0.005� and was
higher for the sine than for the noise carrier �F1,15

=29.00, p�0.005�. The bands�carrier interaction was not
significant �F3,45=1.13, p=0.348�.

Information transfer measures were also calculated and
are shown in Fig. 3 for voicing �voiced and unvoiced�, man-
ner �stop, fricative, nasal, and glide�, and place �front,
middle, and back�. For each condition, the analysis was per-
formed on the composite confusion matrix representing data
collapsed across 16 subjects. No place information was
available until the signals contained more than two bands,
consistent with the fact that place cues rely on spectral dis-
tinctions and spectro-temporal dynamics. The sine 300 con-
dition was superior in most respects, particularly for voicing;
even the two-band condition transmitted nearly 100% voic-
ing information.

2. Vowel recognition

Results for vowels are shown in Fig. 4. These data were
submitted to a repeated-measures analysis of variance
�bands�carrier�envelope cutoff�. The main effects of
bands �F3,39=144.54, p�0.005� and envelope cutoff fre-
quency �F1,13=11.00, p=0.006� were significant but the ef-
fect of carrier was not �F1,13=0.401, p=0.537�. The three-

FIG. 2. Proportion correct for consonants as a function of number of bands.
Circles show noise carriers; triangles show sine carriers. Filled symbols/
solid lines show the 30 Hz envelope cutoff; open symbols/dashed lines show
the 300 Hz envelope cutoff. Error bars show �1 standard error.
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way interaction was nonsignificant �F3,39=0.80, p=0.500�.
Unlike the consonants, carrier type and cutoff frequency did
not interact �F1,13=3.03, p=0.105�. Instead, the number of
bands interacted with both envelope cutoff �F3,39=5.62, p
=0.003� and with carrier type �F3,39=3.61, p=0.021�.

Because bands interacted with both effects of interest,
the comparisons of carrier type and envelope cutoff were
obtained from two-way ANOVAs �carrier�envelope
cutoff�, one each for the two-band, three-band, four-band,
and five-band stimuli. The carrier�envelope cutoff interac-
tion was nonsignificant �p�0.05� in each case. Subjects per-
formed better with the sine carrier than with the noise carrier
only for the four-band stimulus �p=0.001�. For each of the
remaining band conditions, scores for the sine and noise car-
riers were statistically similar. Subjects performed better
with the 300 Hz envelope frequency cutoff for four-band
�p=0.009� and five-band �p=0.002� stimuli, but not for the

two-band or three-band stimuli. This was partially deter-
mined by floor effects, as scores for the two-channel stimuli
approached chance.

We expected that vowels, which are identified by their
spectrum, would be better identified as the number of bands
increased. In that sense, the lack of improvement between
three and four bands for the sine carrier was surprising. To
ensure that this finding was not due to any artifact of the
vowel token, three subjects repeated the testing with differ-
ent exemplars from the female talker, as well as a different
female talker. As for the original testing, there was little im-
provement between three and four bands for the sine-
vocoded vowel stimuli. A close examination of Dorman
et al., 1997 shows a similar effect in which sine-vocoded
natural vowels spoken by a single talker show no improve-
ment between four and five bands. This probably occurred
because the increase from three to four bands in the current
study and from four to five bands in the study of Dorman
et al. �1997� did not improve representation of the vowel
spectra. To understand this, consider a simple example: the
vowels /æ/ and /Ä/ produced by a male talker from the Pa-
cific Northwest. The first formant �F1� for both vowels is
approximately 700 Hz, and the second formant �F2� is ap-
proximately 1200 Hz for /Ä/ and 1700 Hz for /æ/ �Bor et al.,
2008�. Referring to the band cutoff frequencies in Table I,
these two vowels would probably not be distinguishable by a
three-band vocoder, where they would produce a similar
peak in band 2; nor by a four-band vocoder, where they
would produce a similar peak in band 3. Only with the five-
band vocoder, where F2 for /Ä/ excites band 3, but F2 for /æ/
excites band 4, would we expect them to be distinguished on
the basis of their vocoder response.

3. Sentence recognition

The differences among conditions are more pronounced
for sentences �Fig. 5�, compared to the vowels and conso-
nants. These data were submitted to a repeated-measures
analysis of variance �bands�carrier type�envelope
cutoff�. The main effects of bands �F3,27=246.83, p
�0.005� and envelope cutoff �F1,9=34.69, p�0.005� were

FIG. 3. Transmitted information for voicing, place, and manner for the
consonant identification task.

FIG. 4. Proportion correct for vowels as a function of number of bands.
Circles show noise carriers; triangles show sine carriers. Filled symbols/
solid lines show the 30 Hz envelope cutoff; open symbols/dashed lines show
the 300 Hz envelope cutoff. Error bars show �1 standard error.

FIG. 5. Proportion correct for sentences as a function of number of bands.
Circles show noise carriers; triangles show sine carriers. Filled symbols/
solid lines show the 30 Hz envelope cutoff; open symbols/dashed lines show
the 300 Hz envelope cutoff. Error bars show �1 standard error.
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significant but that of carrier type was not �F1,9=0.91, p
=0.366�. The interaction between carrier type and envelope
cutoff frequency �F1,9=31.36, p�0.005� was significant.
The interactions between bands and carrier type �F3,27

=1.08, p=0.373� and between bands and envelope cutoff
frequency �F3,27=2.76, p=0.062� were not significant. The
three-way interaction was significant �F3,27=4.74, p
=0.009�.

To analyze the various interactions, separate two-way
ANOVAs �bands�carrier type� were completed for each
envelope cutoff frequency. At a 30 Hz envelope cutoff fre-
quency, scores improved with increasing band number
�F3,30=119.52, p�0.005� and were higher with a noise car-
rier �F1,10=10.90, p=0.008�. A significant bands�carrier
interaction �F3,30=4.46, p=0.010� was due to a floor effect
that precluded any difference between two-band carriers �p
=0.962�, while scores were higher for the noise carrier than
the tone carrier with three �p=0.015�, four �p=0.002�, and
five bands �p=0.004�. At a 300 Hz envelope cutoff fre-
quency, scores improved with increasing band number
�F3,33=295.51, p�0.005� and were higher with a sine car-
rier �F1,11=24.17, p�0.005�. The bands�carrier interac-
tion was not significant �F3,33=1.71, p=0.184�.

D. Discussion

Differences among conditions can be summarized as fol-
lows: For a 30 Hz envelope cutoff, performance was better
for a noise carrier than a sine carrier; for a 300 Hz envelope
cutoff, performance was better for a sine carrier than a noise
carrier. We can also consider results for a single carrier as
envelope cutoff frequency increases: This improves recogni-
tion for a sine carrier, but not for a noise.

To understand these effects, consider the differences be-
tween the various conditions. The first is that with the 300
Hz envelope cutoff in combination with a sine carrier, cues
to voice fundamental frequency �voicing and intonation�
should be available to the listener �a question we explicitly
address in experiment 2�. Intonation itself has been shown to
make a small contribution to sentence intelligibility �Hillen-
brand, 2003� but should not matter much for single phoneme
contrasts. Temporal information about voicing, although pos-
sibly redundant with changes in spectral balance, should help
in the identification of consonants but not vowels. From
these considerations, we would expect manipulating enve-
lope cutoff and carrier type to have its greatest effects for
sentences and least for vowels, which, in fact, appears to be
the case.

The second major difference between conditions is in
the density of the frequency spectrum. As shown in Fig. 1,
the 3s30 condition has a sparse spectrum with broad spectral
“holes” that may make it more difficult to fuse the percept
into a single auditory object. One possibility is that the side-
bands in the 300 Hz sine condition and the broader carrier
bandwidth of the noise conditions created a denser or more
continuous spectrum, which better conveys spectral shape
cues. These differences in spectral density are still present
after peripheral auditory filtering, as can be seen from the
excitation patterns in Fig. 6 �calculated on the basis of nor-

mal auditory filtering� to three-channel vocoded versions of a
neutral vowel at a fundamental frequency of 150 Hz. Such
differences are still apparent for five-channel sine vocoders,
although, as here, they are most prominent at lower frequen-
cies where the auditory filters are broadest.

We might expect to see this difference in accessibility of
spectral shape cues reflected in perception of consonant
place, which is carried, primarily, by the frequency spectrum
�Rosen, 1992�. This was partially supported; place was poor-
est in the 30 Hz sine condition �Fig. 3� but there was also a
difference between the two noise conditions and the 300 Hz
sine condition, so a more continuous spectrum cannot be the
only explanation.

A third difference is that the 300 Hz envelope cutoff
leads to common comodulations across all the carrier bands,
which may allow a more ready grouping of those compo-
nents together. Several studies have shown that common
modulations across the individual components of sine-wave
speech can improve recognition �Carrell and Opie, 1992;
Barker and Cooke, 1999; Lewis and Carrell, 2007�, although
this may be relatively more important when other cues to
auditory object formation are not available. We address this
issue in experiment 3.

III. EXPERIMENT 2: CORRELATES OF FUNDAMENTAL
FREQUENCY

The purpose of experiment 2 was to determine to what
extent cues to fundamental frequency �F0� were available in
the various test conditions.

FIG. 6. Excitation patterns to three-channel vocoded versions of a synthetic
static neutral vowel �formants at 500, 1500, and 2500 Hz� at a fundamental
frequency of 150 Hz. These are calculated on the basis of a gammatone filter
bank meant to represent normal auditory filtering �Clark, 2007�. Note the
lack of difference for a noise-vocoded vowel at the two envelope cutoff
frequencies, but the greater degree of difference for the sine-vocoded tokens.
Such differences are still apparent for five-channel sine vocoders, although,
as here, they are most prominent at lower frequencies where the auditory
filters are broadest. For higher numbers of channels, the differences are
minor.
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A. Subjects

Subjects were ten adults �eight females and two males�
recruited from the student populations at UCL �seven sub-
jects� and University of Washington, Seattle �three subjects�.
Six were native speakers of southern British English, one
was a bilingual Swedish/English speaker, and three were na-
tive speakers of American English. None had any experience
with tonal languages. Subjects ranged in age from 22 to 42
years �mean age 30 years�. All had normal hearing, defined
as pure-tone thresholds of 20 dB HL or better �see ANSI,
2006� at octave frequencies between 0.25 and 8 kHz. All
subjects were paid for their participation.

B. Stimuli and procedure

Two sets of stimuli were used: synthetic glides and natu-
rally produced sentences

1. Synthetic glides

The glide set included four diphthongs: /a*/, /e(/, /a(/,
and /o(/. Details of stimulus creation are available in Green et
al., 2002. These 620-ms long tokens ranged in fundamental
frequency such that the F0 at the midpoint in time of each
glide was either 113 or 226 Hz. The ratio of start-to-end
frequency varied in 12 equal logarithmic steps from 1:0.5 to
1:2.0, so the largest glides went from 80 to 160 Hz or from
160 to 320 Hz. The glides were vocoded using the three-
band processing described for experiment 1. Final stimuli
included two unprocessed conditions �F0 113 and F0 226�
and eight processed conditions �two carrier types
� two envelope cutoffs� two F0s�.

Stimuli were presented diotically through Sennheiser
HD 25 SP headphones at a comfortable listening level. On
each trial the subject was required to identify the intonation
as either “rise” or “fall” using a computer mouse. A block
always consisted of 48 randomly ordered trials
�the 4 diphthongs�12 F0 steps�. The first block in any
test condition was intended as a training block and was pre-
sented with visual correct answer feedback. The remaining
blocks in any test condition were presented without feed-
back. Subjects completed two blocks in each unprocessed
condition, and four blocks in each vocoded condition. The
order of test conditions was randomized, with the constraint
that the subject completed the unprocessed conditions first.

2. Sentences

Sentences were drawn from 30 sentences previously
used by Green et al. �2005�. These consisted of simple de-
clarative sentences that could be produced as either a state-
ment or question; for example, “They’re playing in the gar-
den.” The recordings were made in an anechoic room with
each of the sentences read as a statement with a falling pitch
contour and as a question with a rising pitch contour. One
male and one female native talker of Southern British Eng-
lish produced the sentences. The ranges of F0 values were
approximately 100–220 Hz for the male talker and 120–360
Hz for the female talker. The sentences were vocoded using
the same processing as described for experiment 1. Only

three-band versions were created. Final stimuli included five
conditions: sine-vocoded with 30 or 300 Hz envelope cutoff,
noise-vocoded with 30 or 300 Hz envelope cutoff, and un-
processed; each blocked by gender �male or female talker�.

Stimuli were presented diotically through Sennheiser
HD 25 SP headphones at a comfortable listening level. On a
trial subjects heard a sentence and were required to identify
the intonation as either “rise” or “fall” using a computer
mouse. A block consisted of 10 trials �for unprocessed sen-
tences� or 20 trials �for vocoded sentences�. The first block in
any test condition was intended as a training block and was
presented with visual correct answer feedback. The remain-
ing blocks in any test condition were presented without feed-
back. Subjects completed two blocks of the unprocessed
speech and four blocks in each vocoded condition. The order
of test conditions was randomized, with the restriction that
each subject completed the unprocessed conditions first.

C. Results

1. Synthetic glides

Results for the glides are shown in Fig. 7. For the 3s30
and 3n30 conditions at both center F0s, and for the 3n300
condition at the 226 Hz F0, the functions are essentially flat
indicating that subjects could not identify the direction of
pitch change. A logistic regression was applied to the propor-
tion of fall responses as a function of the log �base 10� of the
start-to-end frequency ratio for each processing condition
and center F0 for each subject in order to obtain estimates of
the slopes of the functions, steeper slopes indicating better
performance. Chi squared tests indicated that none of the fits
deviated significantly from the observed data.1 Slope esti-
mates �Table II� ranged from near zero for the relatively flat
functions to more than 20 for the unprocessed conditions.
The slope estimates for each of the ten subjects were ana-
lyzed using a two-way ANOVA. Repeated-measures factors
were processing condition and center F0. There was a sig-
nificant interaction between condition and F0 �F4,60

=4.80, p=0.007�, a significant main effect of condition
�F4,60=15.70, p=0.001�, but no main effect of F0 �F1,15

=0.35, p=0.565�. This is not surprising given that only in
condition 3n300 are there obvious differences between the
identification functions for the two frequencies. Post-hoc
comparisons indicated that results were different for the 113
and 226 Hz F0s for the 3n300 condition �t9=2.68, p
=0.025� but not for the 3n30 �t9=−1.33, p=0.217�, 3s30
�t9=−0.25, p=0.806�, 3s300 �t9=−0.45, p=0.667�, or un-
processed �t7=0.59, p=0.576� conditions.

2. Sentences

Results for the sentences are shown in Fig. 8. A two-way
repeated-measures ANOVA �talker�condition� found no in-
teraction with talker gender, F4,90=0.550, p=0.699, so data
are pooled across talker. There was a significant effect of
condition, F4,89=39.92, p�0.005. All of the conditions
were different from one another �p�0.010� except for 3n30
and 3n300 �p=0.081�. Like the glides, performance was best
for the 3s300 condition. Unlike the glides, listeners per-
formed above chance in almost all conditions �except 3s30�,
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even for the conditions where no F0 cues to intonation had
been available in the glides. Presumably, this reflects avail-
ability of other cues to intonation such as word lengthening
and envelope cues to syllable �Smith, 2002�. Put another
way, although F0 derived from temporal envelope cues con-
tributes to sentence intonation, other cues also play a role. In

that sense, the sentence stimuli do not represent a “pure” test
of the utility of F0 in judging intonation. However, they do
illustrate the partial role of F0 in realistic speech materials. It
is interesting that those secondary cues do not seem to be
available in the 3s30 condition, where performance was
close to chance. One subtle difference between question and
statement that can be heard and seen in a spectrogram is the
amplitude and duration of the last syllable. It is possible that
the 3s30 spectrum is simply too sparse and this cue too weak
to be useful.

D. Discussion

Data from experiment 2 demonstrate that F0 information
can be derived from envelope fluctuations as long as the
envelope cutoff frequency is sufficiently high to allow for
transmission of periodicity cues. The effect is largest for the
sine carriers, where subjects could not derive any F0 infor-
mation with a 30 Hz cutoff but performed nearly as well with
the 300 Hz cutoff as they did with unprocessed stimuli.

The ability to obtain some pitch change information in
the 113 Hz F0, 3n300 but not in the 226 Hz F0, 3n300
condition is consistent with previous work showing that tem-
poral cues to voice pitch are less effective as F0 increases
above about 200 Hz �Arehart and Burns, 1999; Green et al.,
2002, 2004; Chatterjee and Peng, 2008; Laneau et al., 2006;
Patterson et al., 1978�. This occurs because sensitivity to
modulation decreases with increasing modulation frequency
�Grant et al., 1998�.

It remains unclear to what extent F0 �versus other cues�
contributed to differences in sentence, vowel, and consonant
recognition seen in experiment 1. In previous work F0 made
only a small contribution to sentence intelligibility �Hillen-
brand, 2003� and even less for syllable-length material
�Ohde, 1984; Faulkner and Rosen, 1999; Holt et al., 2001�.
In experiment 1, we saw a large improvement in consonant
and sentence intelligibility for a 300 Hz versus 30 Hz enve-
lope cutoff. For example, there was a 40% difference in

FIG. 7. Percent fall responses in various processing conditions as a function
of the start-to-end frequency ratio for synthetic glides. The unprocessed
condition is at top.

TABLE II. Mean slope estimate �from a logistic regression� across ten sub-
jects for the proportion of “fall” responses as a function of the start-to-end
frequency ratio.

Condition

Center F0

113 226

3n30 0.51 0.97
3n300 9.20 0.62
3s30 �0.36 0.02
3s300 9.79 14.34
Unprocessed 22.95 20.92

FIG. 8. Boxplot showing the range of scores, interquartile range �box
length�, and median for each condition in the question/statement task.
Chance performance in this two-alternative forced-choice task was 50%
�shown by the dashed line�.
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scores between the 3s30 and 3s300 sentences. The magni-
tude of the improvement and the similar improvement for
consonants as for sentences make it unlikely that F0 is the
entire source of the difference between conditions. Accord-
ingly, we next examine the contributions of a sparse versus
continuous spectrum in combination with across-frequency
comodulation.

IV. EXPERIMENT 3: CONTRIBUTIONS OF
COMODULATION AND SPECTRAL DENSITY

In experiment 1, performance was best for the 300 Hz
sine condition and worst for the 30 Hz sine condition. We
hypothesized that this resulted because sidebands in the 300
Hz sine condition provided a denser, more continuous spec-
trum as opposed to the spectral “holes” prominent in the 30
Hz sine condition. Although the noise carriers would also be
expected to exhibit greater spectral density compared to the
30 Hz sine condition, that �theoretical� advantage could be
offset by other factors such as the random modulations of the
noise carrier itself, or to spectral smearing due to overlap
between the noise bands.

Another difference between conditions was the degree to
which information was comodulated across bands. Common
amplitude modulation may “cohere” the output of separate
acoustic filters into a single auditory object. We hypothesized
that listeners would have more difficulty cohering the sparse
information in the 30 Hz sine condition and this might have
contributed to performance differences. Because comodula-
tion and spectral shape definition covaried in the original
conditions, the purpose of experiment 3 was to create test
conditions that varied the degree of comodulation separately
from spectral density.

A. Subjects

Subjects were 15 adults �8 females and 7 males� re-
cruited from the student populations at UCL �11 subjects,
native speakers of southern British English� and University
of Washington, Seattle �4 subjects, native speakers of Ameri-
can English�. One subject had participated in experiment 1
and the remaining subjects had no prior experience with the
test materials. Subjects ranged in age from 19 to 62 years
�mean 30 years�. All but two listeners had normal hearing,
defined as pure-tone thresholds of 20 dB HL or better �see
ANSI, 2006� at octave frequencies between 0.25 and 8 kHz.
The two oldest subjects aged 54 and 62 years met the criteria
through 4 kHz but had mild �40 dB HL or better� loss at 8
kHz. All subjects were paid for their participation.

B. Stimuli and procedure

Consonant recognition was measured with multiple to-
kens of the 20 vowel-consonant-vowel utterances used in
experiment 1, spoken by a male and a female talker who
were native speakers of southern British English. The female
talker was the same speaker as for experiment 1. Syllables
were produced with the consonants in three different vocalic
contexts �/Ä/, /ib/, and /ub/ hence “ah,” “ee,” and “oo”�. From
these, we selected six tokens of each combination of vowel
and consonant, including three from the male talker and

three from the female. Across all exemplars, the mean F0 for
the male talker was 91 Hz and the mean F0 for the female
talker was 203 Hz.

Four test conditions used three-band vocoding with ei-
ther a sine or noise carrier, and either a 300 or 30 Hz enve-
lope cutoff. These were essentially identical to experiment 1
except that we used multiple utterances of the same token,
and a male talker as well.

Three further conditions were created to vary comodu-
lation separately from spectral density, all based on three-
channel vocoders and a synthetic source. Figure 9 exhibits
the various stages in the process. To create a source signal
for voiced speech, laryngograph recordings were used to de-
termine the time points of individual vocal fold closures,
referred to here as pitch pulses. A speech analysis program
�SFS�2 was used to generate a fundamental-frequency contour
based on the pitch pulses, which was used along with the
original waveform for hand correction of any pitch pulse
errors. We then created a sawtooth wave whose periods cor-
responded to those of the pitch pulses �i.e., which varied in
F0 as did the original signal�. For each band, the
fundamental-frequency modulated sawtooth carrier was fil-
tered to constrain its spectral slope and bandwidth to the

FIG. 9. Time waveforms and narrow-band spectrograms illustrating the
various stages in the construction of stimuli in the Px condition of experi-
ment 3. No spectrogram is shown for the envelope signal as it only contains
a narrow band of low frequencies. At top is shown the original VCV /ÄkÄ/
as spoken by the female talker. Row 2 shows the source function that has a
periodic wave matching that of the speech when it is voiced, and a random
noise otherwise. Row 3 shows the envelope extracted from channel 2 �hence
the subscript�, the middle channel of this three-channel vocoding. Row 4
shows the result of multiplying the given envelope by the source, and row 5
the result of a further multiplication by the sine carrier appropriate for this
channel. Finally, row 6 shows the final output of channels 1 and 2 summed.
The third �highest� channel is not visible because the frequency range of the
spectrograms has been limited to 2 kHz so that the harmonics of the voiced
source can be clearly observed.
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same 300 Hz span that would have occurred for a typically
obtained envelope signal using this cutoff. The source for all
other intervals of speech was a filtered random noise �i.e.,
during voiceless speech or silence�. See row 2 of Fig. 9 for
an example of the source function on its own.

Each speech file was then digitally filtered into three
bands, using the same filter bank as previously described.
The output of each band was full-wave rectified and low-
pass filtered at 30 Hz �fourth-order Butterworth� to extract
the amplitude envelope �Fig. 9, row 3 shows the envelope for
the middle channel�. The source wave was then multiplied by
the 30 Hz envelope for each band �Fig. 9, row 4�, and the
result used to modulate a sine carrier of the appropriate fre-
quency �Fig. 9, row 5�. The rms level was adjusted at the
output of the filter to match the original analysis and the
signal was summed across bands �Fig. 9, row 6�. This signal
was a control condition termed Px �pulsed excitation�, and
should be very similar to the 3s300 condition, as can be seen
in Fig. 10. One Px condition was created for the male talker
and one for the female talker.

A “decoherent” �Dx� signal was created using a constant
pitch contour, which varied across channels. For the male
speech, the rate was set to 90.7, 79.7, and 110.9 Hz in bands
1–3, respectively, and for the female speech, 202.7, 178.3,
and 247.7 Hz in bands 1–3, respectively. The different saw-
tooth rates were modeled on work by Carrell and Opie
�1992� and, as in that study, values were chosen to prevent
short-period unintentional comodulation due to a large com-
mon factor across the three frequencies.

In order to rule out the possibility that any decrements in
performance for the Dx signal resulted from the flattening of
the pitch contour as opposed to the differential pulse rates
across channels, two sets of monotone signals �Mx� were
created using a fixed pulse rate in each channel �91 Hz for
the male talker and 203 Hz for the female talker�. An ex-
ample of a stimulus from both the Dx and Mx conditions can
be found in Fig. 10.

Test procedures were the same as described for experi-
ment 1 with the following modifications. �1� The practice
block consisted of 40 trials, in which the 20 consonants were
sampled from the various vowel contexts and test conditions.
�2� In the test phase, each block contained 60 trials
�20 consonants�3 vowel contexts�. A single block con-
tained stimuli for either the male or female talker. �3� A trial
was randomly drawn from the three available exemplars for
that talker/consonant/vowel token. �4� The order of test con-
ditions was randomly selected for each subject.

C. Results and discussion

Results, shown in Fig. 11, were analyzed with a two-
way �talker�condition� repeated-measures ANOVA. There
was no significant effect of talker �F1,28=2.50, p=0.13�, no
interaction between talker and test condition �F6,168

=0.78, p=0.52�, but a significant effect of test condition
�F6,168=21.79, p�0.01�. Post-hoc means comparisons indi-
cated that there was no difference between the Dx and Mx
�t29=0.96, p=0.35�, Px and Mx �t29=−1.40, p=0.17�, or
Dx and Px �t29=−0.56, p=0.58� conditions. That is, deco-

hering the spectrum had no significant effect when the den-
sity of the spectrum was maintained. This may be thought
surprising, since the value of a common �but not indepen-
dent� modulation of sinusoidal components has been demon-
strated previously �Carrell and Opie, 1992�. However, in a
follow-up study, Lewis and Carrell �2007� also found just as
much benefit for independent modulations of the sinusoidal
components as for common ones. They noted that the inclu-
sion of sounds such as medial voiceless plosives would cause
comodulations across bands �although at lower modulation
frequencies�, which might have conferred their own cues for
auditory grouping, thereby reducing the need for �and benefit
of� comodulation due to voice pitch variations. Certainly all
of those elements would have been present in our naturally
produced speech.

FIG. 10. Narrow-band spectrograms of versions of the VCV /ÄkÄ/ as spoken
by the female talker of experiment 3. The top panel shows the original
speech token, followed by the conditions of particular interest �for details,
see the text�. Note the similarity between conditions 3s300 and Px. Condi-
tion Mx is similar to Px, but with a fixed F0, identical for all three channels,
as can be seen from the fact that all the spectral components are fixed in
frequency �unlike the varying ones in Px�. Condition Dx also uses fixed F0s,
but ones which vary from channel to channel �note that the spectral compo-
nents in the highest frequency channel are more widely spaced than those in
the lower two�. Also of interest is the fact that the transient release burst of
the /k/, shown prominently by the dark “blobs” for both the speech and
3s300 sounds at consonantal onset, is more or less eliminated by the 30 Hz
envelope filter used in the other conditions.
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Although the Px processing was intended to mimic the
properties of the 300 Hz sine condition, scores were about
5% higher in 3s300 than in Px �t29=3.57, p�0.01�. The
reasons for this are apparent in Table III, which shows con-
fusion matrices for the two conditions collapsed across
manner/voicing categories. Performance for voiced fricatives
is much better for 3s300, almost certainly attributable to the
fact that the Px processing does not allow the representation
of mixed excitation �having both a periodic and a noise
source� as happens in voiced fricatives such as /c/. Plosives
are also better identified in 3s300, probably because the 30
Hz smoothing filter in the Px processing makes the onset
burst of the consonant less prominent, as can be seen in the

spectrograms in Fig. 9. The only sounds for which Px scores
are substantially higher than 3s300 are the nasals but this is
balanced out almost exactly by the better performance for
glides by 3s300. It is not clear why this difference arises
between the two conditions, since the representation of peri-
odicity for such sounds is unlikely to differ much. But glides
and nasals are the two classes most often confused in both
processing conditions, so may best be thought of as a single
category.

As in experiment 1, scores were highest for the 300 Hz
sine condition, with lower scores for the 300 and 30 Hz noise
conditions and the 30 Hz sine condition. That scores are
lower when all vowels were included is not surprising, be-
cause more token variability typically leads to lower scores.
Table IV compares mean scores for experiment 1, for all
vowels in experiment 3, and for only the /Ä/ vowel context in
experiment 3. When only the /Ä/ vowel is considered, mean
scores are generally similar �within 5%� across experiments.
The largest difference is the mean score for the 300 Hz sine
condition, which is 8% higher in experiment 1. The reasons
for this are unclear but in experiment 1 subjects might also

FIG. 11. Boxplot showing the range of scores, interquartile range �box
length�, and median for each condition in a consonantal identification task.

TABLE III. Comparison of confusion matrices collapsed across manner and voicing for the Px �top� and 300 Hz sine �bottom� conditions in experiment 3. For
ease of reading, any cell with less than five responses is rendered as blank. “v+” indicates sounds that are voiced and “v−” sounds that are voiceless.

Px

Response

v+ plosive v− affricate v− fricative v+ affricate v− plosive Glide Nasal v+ fricative Sum

Stimulus v+ plosive 235 9 17 270
v− affricate 83 5 90
v− fricative 255 5 270
v+ affricate 7 81 90
v− plosive 40 224 270

Glide 14 204 60 80 360
Nasal 46 122 8 180

v+ fricative 12 10 57 183 270

3s300

Response

v+ plosive v− affricate v− fricative v+ affricate v− plosive Glide Nasal v+ fricative Sum

Stimulus v+ plosive 246 13 270
v− affricate 77 8 90
v− fricative 253 5 270
v+ affricate 10 79 90
v− plosive 26 239 270

Glide 5 220 58 73 360
Nasal 66 104 8 180

v+ fricative 13 20 24 209 270

TABLE IV. Mean percent correct for experiments 1 and 3, and for only the
/Ä/ vowel context in experiment 3. 16 subjects participated in experiment 1
and 15 �different� subjects participated in experiment 3.

Condition Experiment 1
Experiment 3 /Ä/

only
Experiment 3

all vowels

Noise, 30 Hz 52.4 46.0 35.3
Noise, 300 Hz 50.8 54.0 43.3
Sine, 30 Hz 48.3 44.3 41.4
Sine, 300 Hz 58.4 50.7 53.1
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have heard the processed vowels and/or processed sentences
before the consonants. It is possible that familiarization af-
fected the more intelligible stimuli to a greater extent. Whit-
mal et al. �2007� also noted the likelihood of such “expo-
sure” effects for their vocoded stimuli.

Other findings replicated the results of experiment 1: For
the tone carrier, scores were higher for a 300 Hz than a 30
Hz envelope cutoff �t29=−5.85, p�0.01�; for the 300 Hz
cutoff, scores were higher for a tone than for a noise �t29=
−7.13, p�0.01�. Those results were verified using a new
set of five subjects with normal hearing who completed both
experiments, and for whom order of the two experiments
was counterbalanced across subjects. Data are shown in
Table V and again, show the lowest score for the sine 30 Hz
condition when only /Ä/ vowels were used, and the lowest
score for the noise 30 Hz condition when all vowels were
included.

V. GENERAL DISCUSSION

Although the differences were most pronounced for the
sentences, all materials shared common patterns. With a 30
Hz envelope cutoff frequency, performance was better with a
noise than with a sine carrier. With a 300 Hz envelope cutoff
frequency, performance was better with a sine than a noise
carrier. For sine-vocoded speech, performance was better
with a 300 Hz than a 30 Hz envelope cutoff. For noise-
vocoded speech, there was no benefit of increasing the enve-
lope cutoff.

To what should we attribute these effects? First, consider
the effect of increasing envelope cutoff frequency. According
to Rosen’s �1992� classification, a 30 Hz envelope cutoff
would not transmit cues concerning periodicity �or aperiod-
icity�. Therefore, detection of voicing should be better with
the 300 Hz cutoff, and this is supported by the feature analy-
sis.

The higher-frequency envelope modulations would also
be expected to provide cues to variations in F0, which can
contribute to sentence recognition in quiet and to a smaller
extent to consonant recognition in quiet �Faulkner et al.,
2000�. For example, F0 can code some segmental character-
istics such as plosive consonant voicing and aspiration �Hag-
gard et al., 1970�. In tonal languages such as Mandarin Chi-
nese, F0 variations are more important than in English �Xu
et al., 2002; Xu and Pfingst, 2003�. F0 cues will also be
important in background noise where they can serve as a cue
to talker separation. Stone et al. �2008� demonstrated that

increasing the envelope cutoff frequency from 45 to 180 Hz
improved sentence recognition in a competing speech task
even when the signal already offered a high level of spectral
detail via a large number of bands. In contrast to the present
data, Stone et al. �2008� also found some �although small�
benefit to increasing envelope filter cutoff for noise-vocoded
as well as sine-vocoded signals. This may be related to the
nature of the speech-in-noise task as opposed to recognition
of speech in quiet; that is, the higher-frequency envelope
modulations might have aided talker separation even if not
improving recognition per se.

Is the advantage of increasing the envelope cutoff fre-
quency with a sine carrier related to the information con-
veyed by the spectral sidebands, or to the availability of
higher-frequency temporal modulations? Gonzalez and Ol-
iver �2005� believed that the ability to identify talker gender
using fewer bands with sine-wave carriers than with noise
band carriers was partially due to the ability to resolve spec-
tral sidebands for the sine carrier �reflecting the spectral con-
tent of the envelope�, which of course would signal talker
F0, a strong cue to gender. If the effect was solely due to a
denser �or more continuous� spectrum, though, we would
expect to see similar performance for the 300 Hz sine and
300 Hz noise conditions, yet the sine was much superior. Nor
can we attribute the better performance with the 300 Hz sine
condition to a greater sense of comodulation across fre-
quency bands, since “decohering” a signal to abolish across-
band asynchrony had no effect on recognition. It therefore
appears that the transmission of better cues to periodicity/
aperiodicity �signaling voicing� and its variations in F0 �sig-
naling intonation� are the main contributors to this advan-
tage.

Why didn’t increasing the envelope cutoff frequency
confer the same benefit for the noise carrier? Unlike a
constant-amplitude sine carrier, a noise carrier has its own
envelope fluctuations. These fluctuations could act as inter-
ferers, preventing full use of envelope information �Gonzalez
and Oliver, 2005�, and perhaps negating the benefit of the
higher-rate amplitude modulations. Such an effect has al-
ready been demonstrated for nonspeech signals �Dau et al.,
1999�. The idea is that listeners will have more trouble de-
tecting a signal in a randomly-varying masker because the
auditory system will not be able to easily distinguish be-
tween a signal, and a randomly occurring component of the
masker. For whatever reasons, it is well known that both the
detection of amplitude modulations in noise carriers and dis-
crimination of modulation rates worsen with increasing
modulation rates �Burns and Viemeister, 1976, 1981; Patter-
son et al., 1978; Viemeister, 1979�. A “low-noise noise” can
be created by restricting the relationship between noise com-
ponents such that they will have related phase. Whitmal
et al. �2007� demonstrated better performance when the sig-
nal was vocoded using either sine carriers or low-noise noise
carriers, and worse performance with conventional noise car-
riers. The worst performance was with a narrow-band Gauss-
ian noise carrier, which would have had the greatest inherent
�and potentially interfering� envelope fluctuations. A similar

TABLE V. Mean percent correct for experiments 1 and 3, and for only the
/Ä/ vowel context in experiment 3. Results are for the same five subjects for
both experiments.

Condition Experiment 1 Experiment 3 /Ä/ only
Experiment 3

all vowels

Noise, 30 Hz 55.6 46.0 31.1
Noise, 300 Hz 51.2 56.0 38.8
Sine, 30 Hz 47.2 44.0 41.8
Sine, 300 Hz 62.9 57.0 48.5
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concept might explain the restriction of the benefit of in-
creasing envelope cutoff frequency from 30 to 300 Hz with a
noise carrier.

It is also possible that higher-rate temporal fluctuations
�i.e., as occur with the higher envelope cutoff frequency� are
valuable only when compared to the case where spectral cues
alone are insufficient. Xu and co-workers �2005, 2007, 2008�
noted a tradeoff such that recognition can be improved either
by increasing the envelope cutoff frequency or by increasing
the number of spectral bands. In this instance, the 30-Hz
noise condition offered about the same level of spectral de-
tail as the 300-Hz noise condition. Perhaps listeners rely
more heavily on spectrum to aid identification and the addi-
tive effect of higher temporal fluctuations is simply too
subtle to contribute in a measurable way.

In summary, our results indicate that changes in carrier
type in combination with envelope filter cutoff can signifi-
cantly alter available cues in vocoded speech. Spectral den-
sity and the availability of higher-rate temporal modulations
were indicated as major factors. Subjects performed worst
for conditions that were spectrally sparse and contained only
low-rate temporal modulations. Based on the results of ex-
periment 3, comodulation across bands appeared to make a
negligible contribution, at least for these speech materials.

These results also suggest that one should give careful
thought to the choice of vocoding method for applications
such as cochlear implant simulations. First, consider the
level of spectral information provided. In this case, although
the number of bands was chosen in part to prevent floor and
ceiling effects for our speech tasks, it is within the range of
the four to eight effective channels expected in real CI users
�Wilson and Dorman, 2008�. However, high envelope cut-off
frequencies combined with sinusoidal carriers lead to sensi-
tivity to voice pitch variations in normal listeners that far
outstrips the performance of any traditional cochlear implant
user.

It may also be the case that different simulations mimic
different aspects of cochlear implants, but that there is no
single implementation that can simulate all aspects and situ-
ations. Tone vocoders with high cutoff frequencies are not
representative of real implants, but a low envelope cutoff
probably results in worse sensitivity to voice pitch than in an
actual cochlear implant. Noise-vocoding with high cutoffs
probably has appropriate sensitivity to voice pitch, but the
fluctuations from the noise itself would not be a factor in a
real implant. Although it may not be possible to create a
situation where a normal-hearing listener responds as would
a cochlear implant wearer in all conceivable ways, different
implementations of vocoding can lead to more-or-less realis-
tic results.
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Sensitivity to interaural time difference �ITD� in constant-amplitude pulse trains was measured in
four sequentially implanted bilateral cochlear implant �CI� subjects. The sensitivity measurements
were made as a function of time beginning directly after the second ear was implanted, continued
for periods of months before subjects began wearing bilateral sound processors, and extended for
months while the subjects used bilateral sound processors in day-to-day listening. Measurements
were also made as a function of the relative position of the left/right electrodes. The two subjects
with the shortest duration of binaural deprivation before implantation demonstrated ITD sensitivity
soon after second-ear implantation �before receiving the second sound processor�, while the other
two did not demonstrate sensitivity until after months of daily experience using bilateral processors.
The interaural mismatch in electrode position required to decrease ITD sensitivity by a factor of 2
�half-width� for CI subjects was five times greater than the half-width for interaural
carrier-frequency disparity in normal-hearing subjects listening to sinusoidally amplitude-modulated
high-frequency tones. This large half-width is likely to contribute to poor binaural performance in
CI users, especially in environments with multiple broadband sound sources.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3158821�

PACS number�s�: 43.66.Ts, 43.66.Pn �JCM� Pages: 806–815

I. INTRODUCTION

The advantages of binaural over monaural listening for
normal-hearing subjects include more accurate sound-source
localization �Oldfield and Parker, 1986� and superior recep-
tion of a target sound when spatially separated from compet-
ing sound sources �Zurek, 1993�. It is not, therefore, surpris-
ing that hearing-impaired patients have undergone bilateral
implantation in an effort to restore some measure of these
binaural advantages.

Multiple investigators have tested the ability of cochlear
implant �CI� users to localize sound sources using their com-
mercial sound-processing systems �e.g., van Hoesel and
Tyler, 2003; Nopp et al., 2004; Litovsky et al., 2006b;
Grantham et al., 2007� and to receive speech in the presence
of spatially separated interfering sounds �e.g., Schleich et al.,
2004; Litovsky et al., 2006a; Ricketts et al., 2006; Peters
et al., 2007�. While these studies show better performance
for bilateral than monolateral listening, the level of bilateral

advantage does not typically reach that of normal-hearing
listeners. Furthermore, there is evidence that almost all of the
benefits for binaural CI users are due to interaural level dif-
ferences �ILDs�, while little or no functional benefit has been
shown from use of interaural time difference �ITD�.

For example, two studies measured the total root-mean-
squared error for localizing sound sources in the frontal hori-
zontal plane for both CI users �listening with commercial
sound-processing systems� and normal-hearing subjects us-
ing the same methods �Poon, 2006; Grantham et al., 2007�.
The mean error scores for the CI users were 28° and 30°;
substantially larger �worse� than the 7° and 0° measured for
the normal-hearing listeners. Several lines of evidence sug-
gest that CI patients use ILD as the main cue for localization.
van Hoesel �2004� pointed out the correspondence between
localization error magnitude and ILD cue ambiguity as a
function of azimuth. Grantham et al. �2007� demonstrated
that the impact of a sound’s spectral content on CI users’
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ability to localize was consistent with ILD being the princi-
pal cue. Poon �2006� and Grantham et al. �2008� used a
single acoustic signal to measure both localization error and
sensitivity to ITD and ILD in the same subjects and analyzed
the degree to which the variation in ITD and ILD sensitivity
could account for the variation in localization error. Both
concluded that localization performance was based primarily
on ILD cues. Seeber and Fastl �2008� studied two subjects
with relatively good localization ability to assess the impact
of several signal manipulations �spectral/temporal composi-
tion, presence/absence of the head-shadow cue, and virtual
shifting of ITD/ILD cues� on the subjects’ abilities to local-
ize with their commercial sound processors; they concluded
that both subjects relied predominantly on ILD cues, with
little evidence of any contribution from ITD cues.

Poor ITD sensitivity is also implicated as a factor limit-
ing the binaural advantage associated with speech reception
in the presence of spatially separated speech-shaped noise
sources. Zurek’s �1993� model analysis of this advantage
measured in normal-hearing listeners concluded that it can
largely be accounted for by two components: improvement
in the signal-to-noise ratio at one ear due to the purely acous-
tic head-shadow effect and the binaural unmasking predicted
solely from ITD. A third, relatively small, component of bin-
aural advantage is the effect of listening to the better signal-
to-noise ratio signal with both ears rather than just the better
ear alone. This is called the “diotic effect” because the same
signal is delivered to both ears. When measured in terms of
speech-reception threshold in normal-hearing subjects and
when the target is straight ahead and the masker is on the
sides, the head-shadow effect provides an advantage of about
8 dB, the binaural unmasking ranges from approximately 2.5
to 5 dB, and the diotic effect ranges from 1.5 to 2.5 dB
�Bronkhorst and Plomp, 1988; Arsenault and Punch, 1999�.
In the case of adult CI users listening through their sound
processors, the advantages are smaller. Measurements of the
head-shadow advantage range from 5.6 to 6.8 dB, and the
“squelch” advantage, which combines the benefit from ITD
and diotic listening, ranges from approximately 0.9 to 1.9 dB
�Schleich et al., 2004; Litovsky et al., 2006a�. van Hoesel et
al. �2008� measured diotic benefit for CI users to be about
1.0–1.5 dB but found no binaural unmasking. The absence of
binaural unmasking and the close agreement between the van
Hoesel et al. �2008� measures of diotic benefit and measures
of squelch benefit �Schleich et al., 2004; Litovsky et al.,
2006a� are consistent with CI users not being able to access
the information normally carried by ITD. The results of the
study of van Hoesel et al. �2008� found similar results using
both commercial sound-processing strategies that discard
fine-timing information and a research processor that explic-
itly coded fine-timing cues.

Psychophysical measures of implanted subjects’ sensi-
tivities to ITD and ILD in conditions that eliminate the pos-
sible adverse impact of commercial sound-processing strate-
gies and multichannel stimulation are also consistent with
the hypothesis that poor ITD sensitivity largely accounts for
the abnormally small localization and binaural squelch ad-
vantages seen in CI users. Just noticeable differences �JNDs�
for electric ILD measured using unmodulated pulse trains

stimulating single interaural electrode pairs are as small as
0.2 dB �e.g., van Hoesel and Tyler, 2003�. Acoustic �through-
processor� ILD thresholds are near normal, with JNDs of 1–2
dB SPL �sound pressure level� measured for the best users
�Laback et al., 2004�. In contrast, ITD JNDs measured in CI
subjects are substantially worse than normal. ITD sensitivity
is best for low-rate �40–100 pps� pulse trains where ITD
JNDs of 50 �s or less have been measured for some inter-
aural electrode pairs in the best subjects but typically range
between 100 and 500 �s, with JNDs for a few subjects ex-
tending beyond 700 �s �van Hoesel et al., 1993; van Hoesel
and Clark, 1997; Lawson et al., 1998; van Hoesel et al.,
2002; van Hoesel and Tyler, 2003; Wilson et al., 2003; van
Hoesel, 2004; Laback et al., 2007; van Hoesel, 2007�. As the
pulse repetition rate increases, ITD sensitivity rapidly de-
creases, with JNDs typically increasing to 400 �s or greater
by 600 pps �van Hoesel and Tyler, 2003; Majdak et al., 2006;
van Hoesel, 2007�. This effect of rate on ITD is similar to
that for normal-hearing subjects listening to high-frequency,
bandpass-filtered acoustic clicks �Hafter and Dye, 1983�, but
unlike normal-hearing subjects listening to pure tones, when
the ITD JND decreases from approximately 75 �s at 90 Hz
to 11 �s at 1000 Hz �Klumpp and Eady, 1956�.

In this paper, results are presented that further character-
ize the ITD sensitivity of single-interaural electrode pairs
stimulated with unmodulated pulse trains in bilaterally im-
planted CI subjects. Though only four CI listeners partici-
pated in the current study, their results provide data over
extended periods of time and are relevant for several ques-
tions that have not been fully addressed and that are of cur-
rent interest. The first set of results addresses whether the
factors of �adult-onset� binaural deprivation and listening ex-
perience with bilateral CIs impact ITD sensitivity in adult CI
users. Several studies suggest that deprivation and listening
experience influence adult monolateral �Tyler and Summer-
field, 1996; Pelizzone et al., 1999� and childhood bilateral
�Peters et al., 2007� performance as well as the development
of both cortical �Sharma et al., 2005� and brainstem �Gordon
et al., 2007� potentials in young children. Except for a report
showing that localization performance did not improve for
most adult subjects between 5 and 15 months of post-
activation �Grantham et al., 2007�, the impact of deprivation
and listening experience on binaural advantages or on ITD
and ILD sensitivity has not been studied. While the results
presented in this paper were not generated in a study explic-
itly designed to directly address the impact of deprivation
and listening experience on ITD sensitivity in postlingually
deafened CI users and are not, therefore, optimal in terms of
some study parameters �see Sec. II�, they are of interest as
the first data of their kind.

While the potential desirability of stimulating interau-
rally place-matched electrodes was recognized at the begin-
ning of bilateral cochlear implantation �e.g., van Hoesel
et al., 1993�, published reports studying the effect of inter-
aural place disparity on ITD sensitivity are few �van Hoesel
and Clark, 1997; Long et al., 2003; Wilson et al., 2003; van
Hoesel, 2004� and include data from a total of only five
subjects. The authors report results for an additional four
subjects and relate them to the impact of interaural carrier-
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frequency disparity on the modulator ITD JND measured in
normal-hearing listeners and to the effect of interaural place
disparity on the bilateral interaction component of the elec-
trically evoked auditory brainstem response in cats.

II. METHODS

The Institutional Review Boards of the Massachusetts
Eye and Ear Infirmary and the Massachusetts Institute of
Technology reviewed and approved the methods used in the
studies reported here.

A. Subjects, implants, and sound processors

Results are reported from four subjects with bilateral
Advanced Bionics CII CIs who have been followed for a
period of 2–4 years. They are part of an ongoing effort to
understand how basic ITD and ILD sensitivity limits func-
tional capabilities such as lateralization and speech reception
in the presence of a spatially separated interferer. Our ap-
proach has been to more completely characterize ITD and
ILD sensitivity using a wider range of stimuli and conditions
for each of a smaller number of subjects than is practical for
larger subject populations. The results reported here are ex-
tracted from this accumulating data set and are not from
single studies, each designed to address the specific issues
discussed in this report.

Table I lists the etiologies of the subjects and the age of
each subject at the onset of: hearing loss, hearing-aid use,
profound hearing impairment, and CI use. Subject C105’s
idiopathic loss was sudden onset �never wore hearing aids�,
and C120’s autoimmune loss was rapidly progressive. All
subjects were postlingually deafened, and all reports are con-
sistent with our presumption that they had normal binaural
hearing before the onset of their hearing loss.

The two ears of each subject were implanted sequen-
tially with the first-implanted cochlea receiving an Advanced
Bionics HiFocus electrode array with a “positioner” designed
to place the array in a modiolar position. The second-
implanted ears also received HiFocus electrode arrays: C105
and C109 with a positioner and C120 and C128 without a
positioner. The age at which each ear began receiving daily
stimulation is given in Table I.

The authors partition the subjects’ listening experience
with CIs into three periods that were part of the original
study design and to which the subjects consented prior to
implantation of the second device. Period I began with the

implantation of their first ear, lasted for at least 18 months,
and ended with the implantation of their second ear. During
this monolateral listening period, the authors assume that the
subjects developed monolateral listening strategies for
speech reception �in quiet and in noise� and localization.

Period II began with implantation of their second im-
plant. During this listening period, the subjects continued
monolateral use of their first implant system for at least 8
months �C105: 347 days, C109: 272 days, C120: 329 days,
and C128: 271 days�. The only time their second implant
produced stimulation was during laboratory testing sessions
designed to �1� identify interaural electrodes matched in co-
chleotopic position to be paired in bilateral sound-processing
strategies and �2� evaluate localization and speech-reception
capabilities using monolateral and bilateral sound processors
during a period when they presumably continued to employ a
monolateral listening strategy in their day-to-day monolat-
eral implant system use.

Listening period III began at least 8 months after im-
plantation of the second ear when the second sound proces-
sor was fitted for daily use. Since then, subjects have used
two sound processors that implement a version of the con-
tinuous interleaved sampling �CIS� strategy �Wilson et al.,
1991�. Because the two sound processors are not synchro-
nized, the ITD between the carrier pulses generated by the
output signals of the two processors is not controlled and can
drift with time. The envelope ITD between the two proces-
sors accurately reflects the ITD at the subject’s microphones.

Laboratory testing sessions during listening period III
were designed to �1� characterize ITD and ILD sensitivity
and �2� evaluate localization and speech-reception capabili-
ties using monolateral and bilateral sound processors during
a period when subjects would be expected to use the bilateral
listening strategy they develop during day-to-day use of their
bilateral implant system use. The results presented in this
report focus on measures of ITD sensitivity made using
single-interaural electrode pairs stimulated with pulse trains
during listening periods II and III.

The processor controlling the first implant in each sub-
ject mapped CIS analysis channels 1 �lowest frequency
band� through 16 �highest frequency band� to electrodes 1
�most apical� through 16 �most basal�. After implantation of
the second implant and during listening period II, a combi-
nation of measures �e.g., binaural fusion, interaural pitch
ranking, and interaural time sensitivity� was used to identify
spatially matched electrodes across the two ears and to guide

TABLE I. Subject characteristics.

Subject Etiology

Age at onset of
hearing loss

�years�

Age at onset of
hearing-aid use

�years�
Age at profound loss

�years�
Age at onset of CI use

�years� Durationa of bilateral
deprivation

�years�R L R L R L R L

C105 Idiopathic 65 74 N/A N/A 65 74 76 74 11
C109 Genetic 30 30 37 34 44 44 48 50 6
C120 Autoimmune 34 34 36 36 39 39 40 43 4
C128 Genetic 11 11 17 17 25 25 36 39 14

aAge at onset of CI use for second sound processor minus the age at profound loss for the earlier of the two ears.

808 J. Acoust. Soc. Am., Vol. 126, No. 2, August 2009 Poon et al.: Bilateral cochlear implants



the mapping of analysis channel to electrode in the second
implant system �Eddington et al., 2002; Eddington et al.,
2003�. Table II summarizes the implants, the sound-
processing strategies, and the latest monolateral speech-
reception performance. The column “Channel-electrode
map” identifies the channel-to-electrode map used for each
subject. These maps are specified in Table III.

The preliminary measures used to evaluate interaural
electrode-array offset suggested minor differences for sub-
jects C105, C109, and C120. The fusion and pitch ranking
measures for C128 indicated an interaural electrode-array
offset of approximately two electrodes for the most apical
electrodes, tapering to a single-electrode offset for the more
basal electrodes. In the cases of C120 and C128, two pro-
grams were downloaded to the second sound processor: one
to implement channel-to-electrode map 1 and another to
implement either map 3 �C120� or map 4 �C128�. C120 and
C128 have been switching between the two programs ap-
proximately every two days since they began wearing two
sound processors. They both report not being able to distin-
guish between the two maps, and the authors are not able to

measure significant differences in localization or speech re-
ception in quiet or noise between the two programs.

The results reported below were measured using single
interaural electrode pairs. Whether or not these interaural
pairs were also paired by analysis channel in the channel-to-
electrode map�s� used by the subject in listening period III is
documented in the text and figure captions.

B. Stimulus generation for psychophysical studies

ITD sensitivity was measured using single pulses and
fixed-amplitude pulse trains. All pulses were biphasic �typi-
cally 27 �s /phase 1�. Stimuli were delivered monopolarly
�with the receiver/stimulator cases serving as extracochlear
return electrodes� to two intracochlear electrodes, one in
each cochlea �an interaural pair�. Custom software and a bi-
lateral Clarion Research Interface �CRI2 manufactured by
Advanced Bionics Corporation� were used to control the
subjects’ bilaterally implanted receivers/stimulators and to
synchronize stimuli across ears to within 1 �s. ITD reso-
lution of the controller was 13.5 �s. ITDs were generated by

TABLE II. Devices and performance.

Subject
Implant model

�R and L�
Electrode model

�R and L�

Electrode
positioner

Strategy
�R and L�

Channel-electrode map
�Table III�

Pulse rate
�pps�

Pulse width
��s�

Latest NU-6
word score

R L
R

�%�
L

�%�

C105 CII HiFocus Yes Yes CIS-16 2 1450 21.6 28 38
C109 CII HiFocus Yes Yes CIS-16 1 1450 21.6 94 86
C120 CII HiFocus Yes No CIS-16 1 and 3 2320 13.5 84 70
C128 CII HiFocus Yes No CIS-16 1 and 4 2320 13.5 84 86

TABLE III. Mapping of channels to electrodes.

Analysis channel

Map 1 Map 2 Map 3 Map 4

Left EL Right EL Left EL Right EL Left EL Right EL Left EL Right EL

1 1 1 1 1a 2 1 1b 1
2 2 2 2 1a 3 2 1b 2
3 3 3 3 2 4 3 1b 3
4 4 4 4 3 5 4 2 4
5 5 5 5 4 6 5 3 5
6 6 6 6 5 7 6 4 6
7 7 7 7 6 8 7 5 7
8 8 8 8 7 9 8 6 8
9 9 9 9 8 10 9 7,8 9

10 10 10 10 9 11 10 9 10
11 11 11 11 10 12 11 10 11
12 12 12 12 11 13 12 11 12
13 13 13 13 12 14 13 12 13
14 14 14 14 13 15 14 13 14
15 15 15 15 14 16c 15 14 15
16 16 16 16 15,16 16c 16 15 16

aThese electrodes were driven by a custom analysis channel with the combined bandwidth of the map 1 analysis
channels 1 and 2.
bThese electrodes were driven by a custom analysis channel with the combined bandwidth of the map 1 analysis
channels 1–3.
cThese electrodes were driven by a custom analysis channel with the combined bandwidth of the map 1 analysis
channels 15 and 16.
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delaying the stimulus at one electrode relative to the other,
producing an onset ITD and ongoing ITD that are equal.

All tests were conducted at stimulation levels adjusted to
produce a comfortable sensation level in each ear using the
following three-step procedure. Prior to each run, the
monolateral-left stimulus amplitude was adjusted to elicit a
most comfortable sensation level. The right stimulus level
was then adjusted to match the left sensation level during
repeated sequential left-right stimulation. Finally, the “level-
matched” right/left stimuli were played simultaneously
�ITD=0 �s�, and, when needed, the right-ear amplitude was
adjusted to center the resulting sound image. If bilateral
stimulation did not elicit a single sound image �e.g., when
the individual electrodes of an interaural electrode pair were
widely separated in cochlear place�, the level-matched am-
plitudes were used. The “centered” or level-matched ampli-
tudes were considered the “zero ILD” condition even though
the actual stimulation levels in each ear were often different
�typically by less than 1 dB�.

For each subject, interaural electrode pairs mapped to
the same analysis channel in the two asynchronous sound
processors used in the field are referred to as processor-
paired electrodes. Electrode pairs are denoted by the subject
ID followed by the left and right electrode number �e.g.,
C109:L3R3�.

C. Adaptive lateralization test

ITD sensitivity was measured using an adaptive �two-
down, one-up, 14 reversals�, two-alternative forced-choice
procedure that targeted the 70.7% level on the psychometric
function �Levitt, 1971�. The first-interval stimulus was al-
ways the reference �ITD=0 �s�. The adaptively determined
ITD magnitude was applied to the second-interval stimulus
with the leading side randomly selected. This procedure is
sometimes referred to as a center-side or reminder task, in
contrast to the two-interval, two-alternative forced-choice
task, and it typically estimates a JND about �2 less than a
two-cue, two-interval task where an opposite ITD is applied
during each interval �Hartmann and Rakerd, 1989�. The sub-
ject used a keyboard to indicate whether the probe was lat-
eralized to the left or the right of the reference position.
Correct-answer feedback was given after each trial.

Informal testing at the beginning of each run estimated
the ITD JND and determined a starting ITD that the subject
could easily lateralize. In cases where the subject was not
able to perform above chance at the procedure’s maximum
ITD �2 ms�, the JND could not be measured �CNM in Fig.
1�. A starting step size was chosen and then was reduced by
half after the first peak reversal and further reduced �by half
again� after the second peak reversal in the adaptive track.
Based on the informal testing, the starting step size was typi-
cally set at 108 or 54 �s �resulting in a final step size of 27
or 13.5 �s for stimuli associated with the last ten reversals
of the adaptive track� unless the informal testing revealed
very poor ITD sensitivity, in which case a larger starting step
size was sometimes used. After about 80% of the data re-
ported here had been collected, the authors switched to a

constant scaling factor of 2 dB �multiplying or dividing by a
factor of 1.26 since 10�2/20��1.26� for the adaptive runs �Sa-
beri, 1995�.

A psychometric function was estimated from the run
data using a generalized linear model �binomial distribution
function and probit link function�. The JND was defined as
the ITD corresponding to a 70.7% correct response rate. In
cases where multiple runs were conducted for the same
stimulus configuration and parameter set, the trials from all
runs were combined and the psychometric function estimated
from the combined data set. The combined set of the last
eight reversals of each run was used to compute an estimate
of the standard error.

Measures of ILD sensitivity used the same methods as
those used to measure the ITD JND. The adaptively deter-
mined ILD was applied to the second-interval stimulus, and
the side incremented in level was randomly selected. Starting
ILDs were selected that elicited easily lateralized sound im-
ages �typically 2 dB�, and the beginning step size was 0.4
dB.

III. RESULTS

A. ITD sensitivity as a function of time

Figure 1 plots ITD JNDs measured with unmodulated
pulse trains as a function of time for the four example
subject/stimulus-parameter combinations identified in the
legend. Time is referenced to the day each subject began
wearing his/her second sound processor. As noted in Sec. II,
during the period between implantation of the second ear and
the daily use of their second processor �i.e., before day 0 in
the figure�, the subjects continued monolateral listening in
the field with the same sound processor used before their

-200 0 200 400 600 800 1000 1200 1400

Number of Days (re Start of Bilateral Processor Use)

0

500

1000

1500

IT
D

JN
D

(µ
s )

C105, L05R04, 50pps
C109, L03R03, 200pps
C120, L13R11, 200pps
C128, L09R10, 50pps

CNM

FIG. 1. ITD JND plotted as a function of time �relative to the day each
subject began wearing their second sound processor�. Stimuli were constant-
amplitude, biphasic pulse trains �300-ms duration� with the repetition rate,
subject, and interaural electrode pair identified in the legend. Symbols lo-
cated above the axis break mark days when an ITD JND could not be
measured �CNM� because the subject could not distinguish zero ITD from
ITDs greater than 1500 �s or because stimulation of the interaural pair
elicited multiple �non-fused� sound images. In cases where multiple mea-
sures were made using the same stimulus waveform on the same day, those
runs were combined to determine the JND �see Sec. II�. Error bars represent
the standard error of these multiple measurements.
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second surgery. The only time they experienced bilateral
stimulation in this period was during laboratory testing ses-
sions.

The data represented by gray-filled symbols are ex-
amples from subjects C109 and C120 showing that their sen-
sitivity to ITD was apparent early in their testing and before
daily use of their second sound processor The interaural pairs
selected for plotting are among the first demonstrating ITD
sensitivity. The JNDs were measured using the 200-pps rate
of the stimulus used to search for ITD sensitivity. These two
subjects also demonstrated early ILD sensitivity with JNDs
of 0.22 dB for C109 and 0.28 dB for C120 by 180 days
before beginning bilateral sound-processor use �day �180�.

In the case of C105 and C128 �open symbols�, ITD sen-
sitivity did not develop until well into their daily experience
with bilateral CI listening. By this time, the authors had
added a search stimulus of 50 pps because of its greater ITD
sensitivity. They expected that the emergence of ITD sensi-
tivity would have occurred at an even later point in time
using the 200-pps search stimulus because ITD JNDs could
often not be measured at this higher rate when sensitivity
was first detected using the 50-pps search stimulus. For in-
stance, at day +98, an ITD JND of 777 �s was measured for
C105 using the 50-pps stimulus but could not be measured
�JND�1500 �s� using the 200-pps stimulus.

Like subjects C109 and C120, subjects C105 and C128
demonstrated relatively early ILD sensitivity with ILD JNDs
measured before day �130 of 0.50 dB for C105 and 0.18 dB
for C128. These results indicate that it is unlikely that the
measurement of early ITD sensitivity for subjects C105 and
C128 was limited by the subjects’ ability to perform the lat-
eralization task. The early ILD-based lateralization does not
demonstrate that binaural processing for ILD cues developed
before ITD cues because the authors cannot rule out the use
of monaural level cues.

The ITD JND measured in subjects C105, C109, and
C128 generally improved for several months after ITD sen-
sitivity was first observed. The improvements in C109’s and

C128’s sensitivity are dramatic with ITD JNDs below
200 �s while C105’s is more modest with best JNDs of
approximately 500 �s. C120’s sensitivity started out better
than that C105 could achieve after more than a year of bilat-
eral listening experience. The results marked by gray-filled
squares illustrate the general trend for C109 of ITD sensitiv-
ity improving with time before she began using her second
sound processor even though her exposure to bilateral
stimuli consisted of only 2- or 3-hour testing sessions once
or twice each month during this period. The data presented in
subsequent sections of this report were measured after the
ITD sensitivity had stabilized.

B. ITD JND as a function of interaural electrode
separation

Figure 2 plots measures of ITD JND made in four sub-
jects as a function of the contralateral test electrode used to
form a single-interaural pair with the reference electrodes
identified in the legends. Stimuli were 300-ms pulse trains at
50 pps for C105, C109, and C128 and at 200 pps for C120
�because C120 was lost to study before the 50-pps measures
could be made�. In the case of C105, only measures for api-
cal references were made because the ITD JNDs for the most
sensitive interaural pairs of the more basally placed reference
electrodes �distance from most basal electrode less than 8
mm� were greater than 700 �s, and when the test electrode
was changed from this most sensitive position, ITD JND was
typically not measurable. Measures using a basal reference
were not made in C128 because of time constraints.

The electrode combination showing the greatest ITD
sensitivity for a specific reference was often not the pair
judged most similar in cochleotopic position. The symbols
enclosing filled circles mark test electrodes that were paired
with the specified reference electrode in the subject’s sound
processors based on the combined measures described in
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FIG. 2. ITD JND plotted as a function of the position of
the test electrode �open symbols� paired with the con-
tralateral reference electrodes �filled symbols near the
abscissa� identified in each legend. Each panel shows
data from one subject as identified above the legend.
Both the test and reference electrode arrays consisted of
16 electrodes ��1-mm spacing, numbered from most
apical to most basal�. Reference electrodes are identi-
fied by side �R=right; L=left� and electrode number in
the legend. Position of the reference electrode in its
electrode array is shown by the filled symbols along the
bottom of each panel. Open symbols represent test elec-
trodes that are paired with the reference electrode iden-
tified by the same filled symbol. Open symbols enclos-
ing a filled circle mark the test electrode�s� paired with
the corresponding reference electrode in the subject’s
sound-processing system. Because subjects C120 and
C128 alternated between two channel-to-electrode
maps �see Table III�, two test electrodes are marked for
each reference electrode. Two test electrodes are also
marked for subject C105 to identify the two left elec-
trodes paired with electrode R01 in the subject’s sound-
processing system �see map 2 of Table III�. Stimuli
were 300-ms pulse trains at 50 pps for C105, C109, and
C128 and at 200 pps for C120.
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Sec. II. In only four of the ten reference conditions tested did
the processor-paired electrodes correspond to the interaural
pair with lowest ITD JND.

In order to compare the degree to which test electrode
influences ITD sensitivity across reference conditions and
subjects, the authors normalized the measures associated
with each reference condition by the minimum ITD JND for
that condition and, as illustrated in Fig. 3, determined the
range �half-width� over the length of the electrode array
within which the ITD JND is expected to be within a factor
of 2 of the minimum for each reference electrode.

The half-widths computed from the Fig. 3 data are listed
in Table IV and range from 2.1 to 5.7 mm. The ANOVA-
computed effects of subject and electrode position �apical,
middle, or basal� on half-width were not significant

IV. DISCUSSION

Like most studies of ITD sensitivity in CI users, our
measures of ITD JND show a substantial range across sub-
jects. Figures 1 and 2 illustrate the poorer ITD sensitivity of
C105 compared to the other subjects. C105 is also the oldest
of the subjects �Table I�, and her speech-reception perfor-

mance is modest with a maximum NU6 word score of 38%
correct compared to the others who scored at least 84%.

A. ITD sensitivity as a function of time

The results plotted in Fig. 1 show that the point at which
subjects demonstrate stable ITD sensitivity varies greatly
across subjects. Three of the four subjects showed substantial
improvements in ITD sensitivity over time frames of 6
months or more. Two of these three subjects did not begin
improving until after the onset of daily bilateral stimulation.
Only C120 showed relatively good ITD sensitivity directly
after implantation. Another example of early sensitivity is
subject CI3 of Laback et al. �2007� who suffered a symmet-
ric, bilateral deafness for 2 months before implantation. After
only 1 month of bilateral implant listening experience, an
ITD JND of 30 �s was measured using four-pulse, 100-pps
unmodulated pulse trains.

The right column of Table I shows that subjects C109
and C120, who demonstrated ITD sensitivity before begin-
ning daily bilateral CI use, experienced relatively short du-
rations of bilateral deprivation �6 and 4 years, respectively�.
The two subjects experiencing longer periods of deprivation
�11 years for C105 and 14 years for C128� showed minimal
improvement in testing before day-to-day binaural listening
was available, and they required considerable bilateral listen-
ing experience before ITD sensitivity could be measured.
Table V shows the subjects ordered by duration of bilateral
deprivation and lists two metrics: �1� the day �day 700� when
ITD JNDs below 700 �s were first measured �this day was
referenced to the day each subject began wearing his/her
second sound processor� and the estimated hours of bilateral
CI listening experienced by each subject before day 700. The
listening experience metric splits the subjects into two
widely separated groups: those exhibiting ITD JNDs less
than 700 �s before and after beginning daily use of bilateral
sound processors. While the correspondence of this delayed
emergence of ITD sensitivity with the duration of bilateral
deprivation in the small number of subjects studied does not
establish an association, it does suggest the hypothesis that
bilateral deprivation influences the emergence of bilateral
sensitivity in CI subjects. Such a hypothesis is consistent

Test-Electrode Distance From Most Basal Electrode (mm)

100

101

2

3

4

5

6
7
8

2

3

N
o

rm
al

iz
ed

IT
D

JN
D

C120Ref L02
Ref L08
Ref L13

10 11 12 13 14 151 2 3 4 5 6 7 8 9

FIG. 3. Normalized ITD JND for three reference electrodes �see legend�
plotted as a function of the contralateral test electrode position for subject
C120 to illustrate the half-width metric. The horizontal dotted line marks the
normalized ITD JND that is a factor of 2 greater than the minimum. The
horizontal arrows identify the ranges �half-widths� defined by the apical end
of the electrode array and the intersections of the dotted line with the line
segments associated with each reference condition.

TABLE IV. ITD JND half-widths.

Subject Reference electrode
ITD JND half-width

�mm�

C105 R01 0.8
C105 R03 4.6
C109 R03 4.7
C109 R09 3.3
C109 R14 4.8
C120 L02 3.3
C120 L08 2.1
C120 L13 2.5
C128 L03 5.7
C128 L09 2.5

TABLE V. Deprivation and bilateral listening experience. Three metrics are
listed for each subject: �1� the duration of bilateral deprivation in years �see
Table I for definition�, �2� the first day �referenced to when each subject
began bilateral CI use� that ITD JNDs less than 700 �s were measured, and
�3� estimated bilateral listening experience each subject experienced up to
the day when ITD JNDs less than 700 �s were first measured. Bilateral
listening experience before start of bilateral CI use was restricted to labora-
tory testing sessions. Bilateral listening experience after the start of bilateral
CI use was estimated to be 14 h/day.

Subject

Duration of
bilateral deprivation

�years�

Day when ITD
JND�700 �s

�re start of
bilateral CI use�

Bilateral listening
experience when ITD

JND�700 �s
�estimated hours�

C120 4 �161 8
C109 6 �70 14
C105 11 119 1666
C128 14 184 2576
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with the deafness-induced plasticity observed in the struc-
tural and functional changes in auditory brainstem and mid-
brain reported in animals �reviews: Shepherd and Hardie,
2001; Hartmann and Kral, 2004; Moore and King, 2004� and
warrants further study.

The variability in the emergence of ITD sensitivity and
the amount of bilateral listening experience some subjects
require before ITD sensitivity stabilizes complicates the
comparison of across-subject results when some subjects are
studied within the first 6 months of bilateral implantation and
others after significantly longer use. If within-subject ITD-
sensitivity measures for different stimulus parameters/
conditions are also distributed within and beyond the first 6
months of bilateral sound-processor use, the comparison of
conditions within and across subjects can be problematic.

B. ITD sensitivity as a function of electrode
separation

In order to compare the half-widths computed for our
subjects �Table IV� with those for subjects from other stud-
ies, the authors reviewed the published and unpublished re-
ports that used unmodulated pulse trains to measure ITD
JNDs for a reference electrode �the electrode of an interaural
pair that is held constant� as a function of the location of the
contralateral test electrode. The authors identified the mea-
sures from 12 reference electrodes in seven subjects that are
plotted in Fig. 4 �van Hoesel and Clark, 1997; Lawson et al.,
2002; Wolford et al., 2003; van Hoesel, 2004�. Even though
half of the reference conditions tested were in P1 and P2 who
exhibited very poor ITD sensitivity �ITD JNDs�600 �s�
and substantial interaural offset ��4.5 mm� of their elec-
trode arrays �see van Hoesel and Clark, 1997�, this body of
data is consistent with the results of Fig. 2 in suggesting that
the test electrode paired with the reference can make a sub-
stantial difference in the pair’s sensitivity to ITD.

In Figs. 2 and 4, the electrode combination showing the
greatest ITD sensitivity for a specific reference was often not
the pair judged most similar in cochleotopic position. The
symbols enclosing filled circles �dark dots� in Figs. 2 and 4
mark the test electrode that elicited a pitch sensation match-
ing that elicited by stimulation of the reference electrode. In
only 10 of the 22 reference conditions of the combined re-
sults did the pitch-matched pair exhibit the smallest ITD
JND.

The distribution of the half-width for the combined Figs.
2 and 4 data sets suggested that the half-widths computed for
subjects P1 and P2 were larger �mean: 6.3 mm; range: 4.0–
7.9 mm� than the others �mean: 3.7 mm; range: 0.8–6.75
mm�. A t-test confirmed the significance of this difference
�t=−3.1, df=18, and p�0.001�. When results from P1 and
P2 were excluded from the combined results, ANOVA found
only nonsignificant effects on the half-widths computed from
the results of Figs. 2 and 4 for the factors subject, electrode
type, and electrode-pair position along the electrode array
�apical, middle, or basal�.

The results shown in Figs. 2 and 4 illustrate the impact
of spatial disparity on ITD sensitivity. Given that the tono-
topic organization of the auditory system includes neurons of

the brainstem �e.g., Guinan et al., 1972; Yin and Chan, 1990�
and midbrain �e.g., Kuwada et al., 1984�, it is not surprising
that ITD sensitivity decreases as the spatial disparity between
stimulation electrodes of an interaural pair increases. The
impact of this organization was also seen by Smith and Del-
gutte �2007� in their measures of the binaural interaction
component �BIC� of electrically evoked auditory brainstem
responses in cats. Based on their mean BIC data plotted as a
function of interaural electrode offset �their Fig. 4�B��, the
authors estimated the BIC half-width to be approximately 4.5
mm, well within the range of ITD JND half-widths found in
the human CI subjects. The ITD JND and BIC half-widths
are also consistent with the 3–5 mm spatial spread of exci-
tation estimated by Long et al. �2003� from the monaural
forward masking results reported by Cohen et al. �2001�.

Nuetzel and Hafter �1981� measured the impact of inter-
aural carrier-frequency disparity on the modulator ITD JND
measured in normal-hearing listeners using sinusoidally
amplitude-modulated high-frequency tones. The authors
transformed their Figs. 2 and 3 results �ITD JND as a func-
tion of left-ear carrier frequency for a reference right-ear
carrier� into ITD JND as a function of offset in cochlear
place using Liberman’s �1982� cochlear frequency map ad-
justed for humans �Greenwood, 1990�. The mean ITD JND
half-width computed from these acoustically measured data
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FIG. 4. ITD JND measured using single interaural electrode pairs and plot-
ted as a function of position of the contralateral test electrode paired with the
reference electrodes identified in the legend �R=right and L=left�. The leg-
end also specifies the subject and position �distance from most basal elec-
trode of the reference electrode array� for each reference electrode. Test
electrode position is given in distance from the most basal electrode of its
electrode array to facilitate comparison between different arrays: Cochlear
Corp. �22 electrodes, 0.75-mm spacing; subjects P1 and P2 with apical-to-
basal numbering and subjects XX, NU6, and NU8 with basal-to-apical num-
bering� and Med-El Corp. �12 electrodes, �2.4-mm spacing; subjects ME15
and ME21�. Monopolar electrode configurations were used in all subjects
except for P1 and P2 where electrode numbers identify the more apical of
the BP+1 bipolar pair. Symbols enclosing a filled circle mark test electrodes
reported to be place matched with their respective reference electrode based
on a pitch criterion. In the case of ME15, a place match could not be
obtained: reference electrode L07 was judged lower in pitch than R07 and
higher than R06 �Lawson et al., 2002�. It is not always clear whether the
bilateral sound processors used by these subjects paired the place-matched
electrodes by analysis channel. Stimuli were constant-amplitude pulse trains
with repetition rates varying from 50 to 200 pps depending on the study.
Data taken from the original publications/reports: NU6 and ME15 �Lawson
et al., 2002�; P1 and P2 �van Hoesel and Clark, 1997�; XX �van Hoesel,
2004�; NU8 and ME21 �Wolford et al., 2003�.
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was 0.7 mm �range: 0.4–1.1 mm�. This is on the order of a
critical band and significantly smaller than the ITD JND
half-width �mean: 3.7 mm� the authors measured in implan-
tees �t=5.0, df=18, and p�0.001�.

In every day life, CI users will experience ITD informa-
tion distributed across multiple sound-processing channels
because the natural listening environment often includes
multiple broadband sound sources. The ability of CI systems
to elicit patterns of spike activity that accurately represent
such environments is likely to be compromised by half-
widths for electric stimulation that the authors estimate to be
five times greater than those for normal hearing.

C. Selecting interaural pairs for bilateral sound
processors

One challenge facing clinicians configuring sound pro-
cessors for bilateral implantees is establishing a mapping of
filter-bank channels to interaural electrodes that ensures that
the ITD of a within-band signal is presented to a pair of
electrodes that is most sensitive to the ITD. Our results dem-
onstrate that some implantees exhibit ITD sensitivity at the
time of fitting. In these cases, using direct measures of ITD
sensitivity to guide the pairing of interaural electrodes is pos-
sible. This technique will probably provide the best chance
of a functional binaural benefit. Our results also show that
some subjects do not have sensitivity at the time of fitting,
forcing clinicians to rely on more indirect techniques.

Interaural pitch comparisons are sometimes used to es-
timate relative cochleotopic position to aid in the interaural
pairing of electrodes. Our data and others �e.g., Long et al.,
2001� show that this technique does not guarantee identifi-
cation of electrode pairs with optimal ITD sensitivity. Typi-
cal current practice is to ignore the issue and program each
sound processor as if the implants were monolateral. The
relatively large half-widths �mean: 3.7 mm� described in this
study indicate that close but imperfect matching, while not
optimum, may retain some useful ITD sensitivity when using
these approaches.

Pelizzone et al. �1990� demonstrated that the BIC can be
recorded in a bilaterally implanted human subject and, as
noted in the previous section, the results of Smith and Del-
gutte �2007� measured in cats demonstrate that the BIC is
sensitive to interaural electrode offset. If the BIC is present
before ITD sensitivity can be measured psychophysically, it
would be a valuable tool for pairing interaural electrodes and
invites further investigation.
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A recently developed immersed-boundary method is used to model the flow-structure interaction
associated with the human phonation. The glottal airflow is modeled as a two-dimensional
incompressible flow driven by a constant subglottal pressure, and the vocal folds are modeled as a
pair of three-layered, two-dimensional, viscoelastic structures. Both the fluid dynamics and
viscoelasticity are solved on fixed Cartesian grids using a sharp-interface immersed boundary
method. It is found that the vibration mode and frequency of the vocal fold model are associated
with the eigenmodes of the structures, and that the transition of the vibration mode takes place
during onset of the sustained vibration. The computed glottal waveforms of the volume flux,
velocity, and pressure are reasonably realistic. The glottal flow features an unsteady jet whose
direction is deflected by the large-scale vortices in the supraglottal region. A detailed analysis of the
flow and vocal fold vibrations is conducted in order to gain insights into the biomechanics of
phonation. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3158942�

PACS number�s�: 43.70.Bk, 43.70.Gr, 43.28.Ra �AL� Pages: 816–824

I. INTRODUCTION

Flow-structure interaction �FSI� between the air expelled
by the lungs and the vocal fold �VF� tissues is the essential
process that generates sound. A high-fidelity model that de-
scribes the air/VF interaction could complement experimen-
tal studies, thereby helping us understand the physics of
voice production. It may also eventually help assess voice
related pathologies.1 A number of mathematical models of
different complexity have been developed in the past for de-
scribing the FSI during phonation. Among them, the spring-
mass-damper models are frequently used to investigate vari-
ous aspects of phonation, such as the chaotic motion and
asymmetry in VF vibrations.2,3 In addition to the lumped-
mass approaches, models based on the continuum mechanics
of either airflow or VF tissues, or both, have been developed
to simulate the laryngeal dynamics. Using the finite-element
method �FEM� for the structural dynamics, Berry and Titze4

studied the free vibration modes of a brick-shaped VF model.
Berry et al.5 and Alipour et al.6 developed a two-/three-
dimensional �2D/3D� hybrid FEM model of the VFs incor-
porating three tissue layers and the anisotropic material prop-
erties. Coupling this model with a 2D flow solver, they
qualitatively compared the eigenmodes of the VF model with
the vibration modes extracted from the FSI simulations. Re-
cently, Thomson et al.7 used the 2D FEM simulations to

study the energy transfer from the airflow to the VF during
the FSI, and Tao and Jiang8 combined a 3D VF model and
Bernoulli’s law to investigate the anterior-posterior biphona-
tion phenomenon.

Much work has been devoted in studying the flow field
close to the VFs, the gross characteristics of the flow, and the
aerodynamic forces on the VF surfaces. For example, Ali-
pour et al.6,9 studied the glottal waveforms and flow separa-
tion in the glottis. Scherer et al.10,11 studied the pressure
within the glottis in both stationary and driven mechanical
models. Rosa et al.12 presented a fully 3D model in which
the dynamics of the three-layer and transversely isotropic VF
was coupled with an incompressible flow solver to simulate
the FSI. Using the model, the authors studied the phase dif-
ference in the VF tissue deformation and the effect of the
false vocal folds �FVFs� on the pressure distribution over the
laryngeal surfaces. Recently, Duncan et al.13 applied an
immersed-boundary �IB� method to model the FSI and ex-
amined the vorticity around the glottal exit; Tao et al.3 con-
sidered a 2D viscous flow and a two-mass model to study the
asymmetric glottal jet and VF vibration.

The unsteady vortex motion and turbulence are essential
for the broadband noise in the human voice and thus have an
important effect on the voice quality. It has also been argued
that the fluctuating force produced by the vortex structures
has direct impact on the VF dynamics, which in turn influ-
ences the flow and sound generation.14 Rich fluid dynamics
has been reported in a few recent experimental studies. From
their particle image velocimetry measurements of a pulsatile
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flow through a stationary VF model, Erath and Plesniak15

observed the cycle-to-cycle flipping of the glottal jet from
one side of the VF to the other. Triep et al.16 found that the
flow field downstream the VF model is highly three-
dimensional, and the vortex structures in the flow have a
frequency of five times higher than the fundamental fre-
quency of the VF. In a self-oscillating physical model experi-
ment, Neubauer et al.17 observed that the axis of the jet os-
cillates and exhibits an interesting wavy form. In addition,
they found that the flow is marked by roll-up and convection
of the large-scale vortices. Physical understanding of the
phenomena reported in these works is still lacking. The
asymmetry in the jet is often explained by the so called
Coanda effect,3,10,15 i.e., the tendency of the jet to attach to
one of the VF medial surfaces when the glottis has a diver-
gent shape. However, it has been found that the parallel flow
entering a suddenly enlarged channel through a slit without
divergence is generally asymmetric at moderate Reynolds
numbers due to the downstream recirculating flow.18 There-
fore, a divergent shape of the glottis does not seem to be
necessary for the flow to become asymmetric. Neubauer et
al.17 hypothesized that the asymmetric flow observed in their
experiments is induced by the vortices downstream from the
VFs. This hypothesis appears to be more plausible consider-
ing that the glottal jet indeed experiences a sudden expansion
after leaving the glottis and it is likely that the jet would
interact with the downstream vortices. To examine the hy-
pothesis and understand more general behavior of the vortex
motions in the supraglottal area, a computational fluid dy-
namics �CFD� simulation that resolves the domain away
from the VFs is necessary.

One of main challenges for the CFD study of phonation
is that the complex/moving geometry of the larynx is diffi-
cult to address. For this, Luo et al.19 recently developed an
IB method to handle the complex boundaries for a class of
FSI problems. In this method, both the incompressible
Navier–Stokes equation governing the flow and the Navier
equation governing the elasticity of the solid are solved on
stationary Cartesian grids. Details of this method and its rel-
evance to other variants of the IB methods available in lit-
erature are provided by Luo et al.19

The goal of the present paper is to extend the work of
Luo et al.19 and to study the mechanism of the sustained
vibration and the interaction between the glottal jet and the
downstream unsteady vortices. Compared to the previous VF
modeling research, the present work advances the
continuum-based model using an efficient and accurate IB
method and captures features of the VF vibration and glottal
flow with a high level of detail. In addition, the authors will
focus on the connection between the flow-induced vibration
and the eigenmodes of the VFs for both the transient stage
and sustained vibration. Although the relationship between
the sustained vibration mode and the eigenmodes has been
studied before and it was found that a particular eigenmode
typically dominates the sustained vibration,5,8 the issue has
not been looked at for the transient vibration. The transient
process is important as it may affect the voice onset qualities
as perceived by experts.20 Furthermore, the authors will in-
vestigate the pressure distribution on the VFs and the role of

pressure during the opening and closing phases of VF vibra-
tion. Generally speaking, the pressure does positive work on
the VF during the opening phase and negative work during
the closing phase. However, several factors such as the air/
tissue inertia and viscosity complicate the situation. Previ-
ously, linear stability analysis21,22 has been used to examine
the issue of pressure work. In another work by Thomson et
al.,7 the authors found that the sign of the pressure work
approximately corresponds to the glottal opening/closing.
They also found that the VFs rely on their own elasticity to
recover their shape during the closing phase and an auxiliary
pressure force does not exist. In the present work the authors
will re-examine the role of pressure during both the opening
and closure of the VFs.

II. SIMULATION SET-UP AND MODELING APPROACH

The 2D computational domain representing the coronal
section of the larynx located at the VF anterior-posterior
midplane is shown in Fig. 1. It consists of a straight channel,
a pair of deformable true VFs, and a pair of rigid FVFs
downstream the true VFs. The domain is symmetric about
the centerline of the channel. The geometries of the true/false
VFs are chosen based nominally on the computed tomogra-
phy scan data of a live person,19 and the dimensions of the
various features are described in Fig. 1. The VFs have a
three-layer structure including the cover, ligament, and
body,6 as described in detail by Luo et al.19

The shortest distance between the two VFs along the
medial surfaces is time-varying during the VF deformation
and is defined as the glottal gap, denoted by d. In the simu-
lations, a small threshold, dmin=0.02 cm, is set on the glottal
gap between the two VFs to prevent the flow domain from
being disconnected during the VF closure. A simple contact
model is incorporated to handle the VF collision. Two colli-
sion lines are set at �dmin /2 off the midplane, which are
non-penetrable and non-slippery for the VFs. When a point
on the medial surface of one VF reaches the collision line of
its side and tends to cross over, the VF is deemed to be in
collision at the point. The contact point on the VF is then
simply fixed on the collision line. As the VF starts to open,
the kinematic constraint on the contact point is released. The
VF is considered to be opening at the contact point if �1� the
y velocity component at a selected point that is close to the
contact point but located inside the VF points into the VF,
and �2� the y force component on the VF surface at the
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FIG. 1. The 2D computational domain �to scale� including the true VFs and
FVFs where the length unit is cm. The three points marked with circles on
the lower VF are chosen for analysis of the VF vibration in Sec. III.
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contact point points out of the VF, meaning that the VF tends
to “pull away” from the contact point while opening. For this
contact model to be valid, both the asymmetry in the VF
vibration and the VF movement in the inferior-superior di-
rection during closure need to be small. The former condition
is confirmed in the simulations presented in Sec. III. The
latter condition is valid as seen from the high-speed imaging
of the VF vibration of the excised human larynx.23

The longitudinal stretching and 3D shear in the VFs dur-
ing deformation due to anterior/posterior attachment to car-
tilage cannot be directly incorporated into the current 2D
model. The authors therefore choose a set of elastic constants
so that the lowest eigenmodes of the VFs resemble the cor-
responding 3D modes in the midplane presented by Luo et
al.19 where the physiological parameter ranges were adopted.
In addition, the elastic constants are chosen so that when the
subglottal pressure P0 is in the physiological range, around
1 kPa, the glottal gap width would be in the physiological
range too, i.e., on order of 1 mm. The viscoelastic model of
the VFs is described by Luo et al.,19 and here the authors
only give a summary of the material properties. Each of the
three VF layers is isotropic, and the shear modulus is �
=10, 15, 5 kPa for the body, ligament, and cover, respec-
tively. Poisson’s ratio, density, and viscosity for all three lay-
ers are �=0.3, �s=1.0 g /cm3, and �=10 P. The lowest four
eigenmodes for the chosen parameters are identical to those
of Luo et al.,19 and the associated eigenfrequencies are 64,
151, 170, and 297 Hz. The eigenmodes have distinct pat-
terns. The first mode corresponds to inclination of the VFs in
the streamwise �x� direction, the second mode to stretching/
compression in the transverse �y� direction, and the third and
fourth modes represent the higher-order deflection forms.

The viscous incompressible Navier–Stokes equations are
discretized using a second-order, centered finite-difference
scheme in space and a second-order Crank–Nicolson scheme
in time. The boundary conditions for both the flow and linear
viscoelasticity of the VFs are treated with an IB method,

which is described in detail by Mittal et al.24 and Luo et al.19

A non-uniform grid of 288�256 points is used for domain
discretization with the minimum grid intervals �x
=0.0234 cm and �y=0.0078 cm, and the time step size is
�t=0.005 ms for all simulations. The system is deemed to
have reached a stationary state if the variations in the VF
vibration amplitude are within 1%. A refined simulation has
been performed with the grid points around the VFs doubled
and �t reduced by half. The simulation shows that changes
in all the characteristics listed in Table I are below 10% and
therefore confirms that the results are effectively independent
of the grid resolution and time step size.

III. RESULTS AND DISCUSSIONS

Three simulations were performed with the subglottal
pressure at P0=0.8, 1.0, and 1.2 kPa. These values are above
the phonation threshold, which is found to be around 0.5 kPa
for the present model,25 and they are within the physiological
range.26 Different values are chosen here to ensure that the
obtained results can be generalized to a range of subglottal
pressures, from somewhat above the onset threshold to 2.4
times as high. The authors present the simulation results for
the VF deformation and flow physics separately in Secs.
III A–III D.

A. VF deformation

Figure 2�a� shows a series of snapshots of the VF defor-
mation immediately after the subglottal pressure, P0

=1.2 kPa, is imposed at time t=0. Due to the finite slope of
the subglottal surface of the VFs, the suddenly imposed pres-
sure produces not only a pushing force in the streamwise
direction on the VFs but also a compressive force in the
transverse direction. As a result, the VFs are displaced in
both the x and y directions, and the glottis starts to open due
to the VF deformation. Meanwhile, the flow is accelerated
through the glottis and a jet is formed, the dynamics of

TABLE I. Characteristics of the volume flux waveform, including the fundamental frequency, f , duration of the open phase To, rising and dropping time of
Q during the open phase, Tp and Tn, and the ratios �0=To /T, �s=Tp /Tn, and qr=Qmean /Qmax. The units are kPa for P0, Hz for f , ms for To, Tp, and Tn, and
cm2 /s for Qmax and Qmean.

P0 f To Tp Tn Qmax Qmean �0 �s qr

0.8 162 4.74 2.55 2.19 405 180 0.77 1.16 0.444
1.0 163 4.43 2.40 2.03 545 248 0.72 1.18 0.456
1.2 164 4.43 2.47 1.97 755 314 0.73 1.26 0.416
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FIG. 2. A series of snapshots �shifted in the horizontal direction by 0.5 cm� of the deformed VFs, spaced by 1.5 ms, for P0=1.2 kPa. �a� Transient vibration
starting from t=0 and �b� sustained vibration. The undeformed VFs are shown as dashed lines.
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which will be discussed in detail later. In the subsequent
cycles, the VFs oscillate in both the x and y directions. Close
inspection reveals that the streamwise and transverse mo-
tions are close to the first and second eigenmodes of the VF
model, respectively. In Fig. 2�a�, the frequency of the trans-
verse deformation mode is approximately twice as high as
the frequency of the streamwise deformation mode. This is
indicated by the observation that the glottis opens and closes
twice in one oscillation cycle. The VF deformation at this
stage can be roughly described by the superposition of the
two eigenmodes. The glottis formed by the two medial sur-
faces of the VFs changes shape, switching between conver-
gent, straight, and divergent shapes. The convergent shape
occurs when the closed VFs start to open from the subglottal
side. From the eigenfunctions of the VFs,19 neither the first
nor the second eigenmode of the VFs contains such a defor-
mation pattern. Therefore, the convergent shape in the
present case could be caused by excitation of higher eigen-
modes such as the third and fourth eigenmodes, which dis-
play the convergent shape of the glottis.

After a few cycles, the streamwise oscillation mode di-
minishes, and the VFs settle down to a displaced position in
the x direction. Meanwhile, the transverse oscillation mode is
amplified, and then this vibration mode is saturated and sus-
tained for the cycles thereafter. Similar mode transition be-
fore the sustained vibration is also observed for P0=0.8 and
1.0 kPa. Figure 3 shows the glottal gap width, d, defined as
the minimal distance between the two VFs at any given in-
stance, plotted against time for P0=0.8, 1.0, and 1.2 kPa. In
all cases, the glottal gap displays a transient stage that lasts
for several cycles. The first few cycles contain double peaks,
indicating that there are two oscillation frequencies present,
which is consistent with the mode transition observed in Fig.
2�a�. During the transition, the gap width gradually grows
and finally settles down to a nearly periodic motion. Overall,
the observed transient behavior can be roughly explained
from a point of view of a general dynamical system. If the
authors consider the coupled flow/VF an inhomogeneous
system which is forced by the subglottal pressure and has a
stable limit cycle, then the transient process can be viewed as
a combination of the asymptotic decay of the initial condi-
tion and the asymptotic approach to the limit cycle. For the
present system, both components of the process feature the
eigenmodes of the VF structure. Finally, it should be pointed
out that in this work, the authors only consider the situation
where the VFs are initially at rest, and a constant subglottal
pressure is suddenly imposed at t=0. In reality, the transient
vibration can be complicated by the initial posture of the VFs
and the pressure ramp in the trachea.

Figure 2�b� shows the self-sustained vibration pattern,
demonstrated by a series of snapshots of the deformed VFs,
for P0=1.2 kPa. The maximum asymmetry in the deforma-
tion of the two VFs throughout the simulation is below 5%
of the maximum glottal opening size. Therefore, the VF vi-
bration is nearly symmetric. The glottis starts to open from
the subglottal side as expected, and the two medial surfaces
form a convergent shape blended in with the subglottal sur-
faces of the VFs. When the glottis is open, the majority por-
tion of the medial surfaces forms either a straight or a diver-
gent channel. Figure 2�b� shows that the glottis closes first
from the subglottal side during the VF closing phase, which
is consistent with the in vivo observation of the VF
vibration26 and the simulation of Thomson et al.7 The geo-
metric pattern of the glottis is an important topic in VF mod-
eling, and the authors will discuss this issue in detail in Sec.
III C. As the subglottal pressure is raised, the mean displace-
ment of the VFs in the x direction becomes larger. As a
result, the glottal opening size is widened, allowing a higher
volume flow rate. In addition, the divergence angle between
the two VFs becomes larger during the opening phase due to
the increased inclination of the VF body. In the present simu-
lations, the maximum included angles are around 18°, 24°,
and 26° for P0=0.8, 1.0, 1.2 kPa, respectively.

To better show the transient frequency components, the
authors compute the time-frequency map of the
x-displacement of the superior tip of the VFs using the short-
time Fourier transform for the initial stage between t=0 and
100 ms. The map in Fig. 4�a�, where P0=1.0 kPa, displays
two frequency bands around 70 and 163 Hz, which are close
to the first two eigenfrequencies of the VF model. It can be
seen that the 70 Hz component decreases in time, while the
163 Hz component increases in time. For sustained vibration
at the same P0, the frequency spectra are shown in Fig. 4�b�,
where the highest peak in the figure �indicated by an arrow�
corresponds to the fundamental frequency at f =163 Hz, and
the smaller peaks correspond to the harmonics of the funda-
mental frequency. The fundamental frequencies at the two
other subglottal pressure levels are given in Table I and are
discussed in Sec. III B. In all cases, the frequency is around
160 Hz and is slightly higher than the second eigenfre-
quency. During the stationary state �i.e., state of periodic
vibration�, the amplitude of the glottal gap width is d
=1.17 mm for P0=0.8 kPa, 1.42 mm for P0=1.0 kPa, and
1.65 mm for P0=1.2 kPa. These values are in the physiologi-
cal range of human phonation where the amplitude is found
to be on order of 1 mm.27
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FIG. 4. �a� The time-frequency map during the transient stage. �b� The
Fourier components of the x- �solid line� and y-coordinates �dashed line� of
the VF superior tip during the sustained vibration.
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Figure 5 shows the trajectories of the three selected
points on the VF surface �as seen in Fig. 1� during the
stationary-state vibration for P0=1.2 kPa. A similar approach
of analysis has been adopted previously.28,29 All three trajec-
tories show a nearly elliptical shape, and the points on the
trajectories travel in the counterclockwise direction. These
trajectories are in qualitative agreement with the recent ob-
servation of the vibration pattern of an excised human
larynx.23 Next to the ellipses are plotted the trajectories pre-
dicted by the first three eigenmodes of the VF model, which
are simply straight lines. Note that the absolute lengths of the
straight lines are arbitrary since the amplitude of the eigen-
modes is undetermined. It can be seen that the elliptical tra-
jectories are in general oriented along the lines correspond-
ing to the second eigenmode, indicating that the flow-
induced VF vibration pattern in the present case closely
resembles this particular mode. The elliptical paths indicate
that the deviation from the second eigenmode is mainly in
the streamwise direction. This is caused by the streamwise
oscillating load on the VFs during the VF opening/closure.
Furthermore, the trajectories during the FSI are not strictly
periodic. The aperiodic motion is closely related to the un-
steady vortex motion in the flow, which will be discussed in
Sec. III B.

The typical pressure force on one of the VF surfaces
during a stationary-state vibration cycle is shown in Fig. 6�a�
for P0=1 kPa. The shear stress has been neglected when
calculating the aerodynamic load on the VFs. This is because
the dimensional analysis indicates that the shear stress is
about one to two orders of magnitude lower than the pressure
force during the VF vibration. The pressure fluctuation �pres-

sure subtracted by its local temporal mean� is also shown
here. The force on the medial surface of the VF is found to
vary significantly during the cycle. When the glottis opens
�first two frames in Fig. 6�a��, the pressure within the glottis
reduces rapidly to zero �i.e., the atmospheric pressure level�
along the streamwise direction. As the glottis opens further,
the force on the medial surface diminishes. During this stage,
the pressure produces a nominally compressive load on the
VFs, forcing the glottis to open. Detailed analysis of the role
of pressure will be provided in Sec. III C. When the glottis
closes �right frame in Fig. 6�a��, the intraglottal pressure be-
comes negative, causing a local “pulling” force on the VF.
On the subglottal surface of the VF, the pressure changes
slightly around 1 kPa, while on the supraglottal surface, the
temporal variation is notable.

B. Glottal jet

Figure 7 shows the volume flux per unit spanwise
length, Q=�v1dy, streamwise velocity v1, and pressure p
measured at the location x=3 cm on the centerline of the
channel during the sustained vibration for the three cases.
Note that the point of measurement is located within the
glottis, as can be seen in Fig. 5. The volume flux has a
pulsatile waveform whose amplitude increases as the sub-
glottal pressure is raised. The statistical quantities of the vol-
ume flux are shown in Table I. These quantities include the
maximum and mean volume flow rate, Qmax and Qmean, fun-
damental vibration frequency f =1 /T, where T is the period
of 1 cycle, duration of the open phase To, rising time Tp and
dropping time Tn of Q during the open phase, open quotient,
�0=To /T, skewness quotient, �s=Tp /Tn, and the mean-to-
maximum ratio of the volume flux, qr=Qmean /Qmax. These
quantities are either within the physiological range estab-
lished in literature26 or consistent with previous numerical
studies of phonation.13

As P0 is raised from 0.8 to 1.2 kPa, the volume flux
increases by 74%, from 180 to 314 cm2 /s, and Qmax in-
creases by 86%, from 405 to 755 cm2 /s. However, f
changes only slightly from 162 to 164 Hz. Therefore, the
subglottal pressure within the range considered here has little
effect on the fundamental frequency of the VF vibration, and
the fundamental frequency primarily depends on the inherent
frequency of the VF structure, in the present case, the second
eigenmode. The present relative independence of f on P0 at
the moderate frequency and subglottal pressure is consistent
with the observation of Zemlin26 and the simulations of Rosa
et al.12 Recent experiments using excised canine larynges
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FIG. 5. The trajectories of three selected points on the VF during the
stationary-state vibration for P0=1.2 kPa. The start point is marked by a
circle. The straight lines indicate the trajectories predicted by the first three
eigenmodes �shifted from the VF for clarity�.
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suggest that f has a nonlinear dependence on P0.30 The dis-
crepancy between the simulations here and the experiments
is probably caused by the linear VF model assumed in the
present work. Due to the nonlinear nature of the dynamics,
the fundamental frequency is shifted from the eigenfre-
quency by 8%. The P0=0.8 kPa case has the largest open
quotient among the three, meaning that the glottis has the
longest open time. The P0=1.2 kPa case has the highest
skewness quotient but the lowest mean-to-maximum volume
flux ratio.

The fluid velocity at the centerline shown in Fig. 7�b�
has a quick rise as the glottis opens and then increases at a
slower rate. It reaches a maximum during the closing phase
and then reduces rapidly to a minimum. As P0 is raised, the
fluid velocity during the open phase increases. In addition,
P0 has a significant effect on the waveform of the fluid ve-
locity. For P0=1.2 kPa, there is a second quick rise in the
velocity before the flow is shut off. The intraglottal pressure
shown in Fig. 7�c� drops continuously during most of the
open phase, and its minimum is well below zero. As P0 is
raised, the amplitude of the pressure oscillation increases,
and the pressure waveform is also somewhat modified. The
velocity and pressure waveforms presented here are qualita-
tively in agreement with the theoretical estimates by Titze.31

In addition, the waveform of the fluid velocity is consistent
with the experimental measurements of a mechanically
driven model by Krane et al.32 Finally, the general trends of
the glottal pressure and velocity agree with the waveforms
measured in excised canine larynges �e.g., Figs. 8�b� and 8�c�
in Ref. 33�. Quantitative differences, however, do exist and
are most likely due to the particular choices of the present
VF geometry and material properties.

Throughout the VF vibration, the jet exhibits time-
varying asymmetry and may attach itself to either one of the
FVFs �Fig. 8�. A similar phenomenon was also observed in
previous experiments and numerical simulations.3,10,15,19 As
noted by Luo et al.,19 the steady channel flow with a sudden
expansion is known to bifurcate in its solution at a critical

Reynolds number that depends on the expansion ratio.18 Be-
yond the bifurcation point, the symmetric solution becomes
unstable, and the steady flow becomes asymmetric even
though the geometry is symmetric. In the present simula-
tions, the peak Reynolds numbers based on the flow rate are
ReQ= �3 /2�Qmax /�a=304, 409, and 566 for P0=0.8, 1.0, and
1.2 kPa, respectively, and the corresponding Reynolds num-
bers based on the centerline velocity and channel width are
Rec=4813, 5625, and 6375. These Reynolds numbers are
much higher than the critical Reynolds number at the present
expansion ratios.18 Therefore, the observed flow asymmetry
is a natural effect of the present larynx model. Further dis-
cussion on this issue is provided in Sec. III D.

The downstream flow during the stationary-state vibra-
tion is dominated by asymmetric and unsteady vortex mo-
tions, as seen in Fig. 8 where two snapshots of typical in-
stantaneous velocity field downstream the FVFs are shown
for P0=1.2 kPa. For clarity, the velocity vectors from every
four grid points in the x direction and every five points in the
y direction are shown. In Fig. 8�a�, there are a pair of large
counter-rotating vortices downstream the FVFs that are stag-
gered in the channel. The jet downstream the VFs is clearly
deflected by the two vortices. Between the FVFs, smaller
vortices can be seen, and the jet is directed toward one of the
FVFs. The large vortices in the channel evolve in time,
changing their size and center locations, and some of them
are strengthened by the jet. Consequently, the downstream
portion of the jet changes its shape and appears to be flap-
ping. Away from the glottis, the jet core is widened due to
the momentum exchange between the jet core and the ambi-
ent fluid. As the VFs close, the mean flow diminishes, but the
flow in the supraglottal region continues to circulate due to
the inertial effect. During this period, the smaller vortices in
the flow may disappear due to the viscous dissipation or
merge into larger vortices. The surviving vortices will affect
the jet behavior in the next cycle. Figure 8�b� shows the
velocity field from another cycle where the jet is diverted
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toward the other FVF by a clockwise vortex and attaches to
that FVF. In all the cycles, the skewness of the jet in the
region between the FVFs is relatively persistent for the
cycle, while downstream the FVFs, the jet skewness changes
rapidly due to the jet-vortex interaction.

Flow separation is of interest during phonation as it sig-
nificantly affects the pressure distribution on the VF
surfaces.3,34 Since the glottis may form a divergent channel
in the open phase, the flow between the two VFs may sepa-
rate from the medial surfaces. This phenomenon was studied
in the numerical simulations of the stationary VF model10

and in the experimental study of the glottal jet.17 In the
present simulations, flow separation from the medial surfaces
is observed for P0=1.0 and 1.2 kPa. For P0=0.8 kPa, recir-
culation within the glottis is not obvious. The separation
zone usually appears between the jet and the medial surface
of one VF when the jet is deflected toward the other VF.
Throughout the simulation, the location of the separation
point and size of the separation zone vary according to the
shape of the glottis and deflection of the jet. For example,
when the VFs close, the separation point moves from the
medial surface to the glottal exit, and in next cycle, it may
re-appear on the same side of the glottis or switch to the
other side. The similar time-varying separation was also re-
ported in the experimental observation by Neubauer et al.17

C. Pressure work and energy

Some laryngoscopic studies26 suggest that the glottis
may change from a convergent shape during the opening
phase to a divergent shape during the closing phase. This
vibratory feature has been adopted into many previous VF
modeling works, especially those employing two-mass
models,3 which necessarily generate a phase difference be-
tween the aerodynamically driven mass and the passively
following mass. In Ref. 7, the authors argued that a
convergent-divergent pattern is necessary for a net amount of
energy to be transferred from the fluid to the VFs during a
whole vibration cycle and thus for the VFs to maintain the
passive vibration. According to their argument, the conver-
gent glottis during the VF opening maintains an intraglottal
pressure which is higher than the pressure at the glottal exit
and does positive work to the VFs, and the divergent glottis
during the VF closing maintains a lower intraglottal pressure
which does less amount of work to the VFs than during the
opening phase. This temporal asymmetry in the pressure en-
sures that the net energy flow to the VFs in one full cycle is
positive.

In the present simulations, the stationary-state VF vibra-
tion pattern also contains a convergent-divergent pattern.
Note that, as shown in Fig. 2�b�, a portion of the glottis
forms a convergent shape during the opening phase that is
blended in with the subglottal surface. However, as pointed
out by Titze,31 the air inertia may be another factor to pro-
duce the similar pressure asymmetry to sustain the energy
flow. In agreement with his theory, Fig. 7 shows that the fluid
velocity in the glottis is not completely in phase with the
glottal gap width. When the glottis opens at the beginning of
a cycle, the velocity of the subglottal fluid lags behind the

glottal gap due to the inertia of the subglottal fluid as well as
the resistance from the supraglottal fluid. Similarly, during
the closing phase, the fluid velocity does not drop concur-
rently with the glottal gap since the already-established jet
tends to maintain its momentum. In fact, Fig. 7�b� shows that
the intraglottal velocity reaches its maximum when the VFs
close. This assertion on the role of the fluid inertia is in line
with the argument by Krane et al.32 in explaining their ex-
perimental measurement of the glottal velocity at the center-
line, which has a similar waveform as shown in Fig. 7�b�.
Corresponding to the velocity waveform, the intraglottal
pressure is not in phase with the glottal gap width but is high
during the opening phase and low during the closing phase,
as suggested in Figs. 6�a� and 7�c�. In conclusion, a
convergent-divergent vibration mode may not be necessary
to maintain the net energy transfer to the VFs or the sus-
tained vibration.

To show the energy transfer between the flow and VFs,
the authors compute the total power and work done on one of
the VFs by the flow pressure during the sustained vibration.
The work done by the shear stress on the VF surface has
been neglected since it is very small compared to the work
done by the pressure.7 Figure 9 shows that the difference of
the work between any two points separated by a full cycle
period is always positive, indicating that positive net energy
is transferred from the flow to the VF. Note that alternatively
one could analyze the work done by the pressure fluctuation
�shown in Fig. 6�a�� only, as the net work done by the tem-
poral mean pressure is zero. The rate of the work varies its
sign and is not in phase with the glottal gap width d. During
the VF closure and early stage of the following opening
phase, the power to the VF is positive, meaning that the VFs
are forced to deform. The typical velocity of the VFs and the
corresponding pressure distribution at this stage are shown in
the left frame of Fig. 6�a�, and the corresponding energy flow
intensity �the dot product of the pressure force and VF ve-
locity� is shown in the left frame of Fig. 6�b�. The power is
computed by integrating the energy flow intensity over the
entire VF surface. The power later becomes negative for a
time period that involves both the opening phase and closing
phase �Fig. 9�. During the time period, the pressure force
works against the VFs, either preventing them from further
deformation or delaying their elastic recoil. It is interesting
that the power in Fig. 9 reaches a negative minimum when
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the glottis has nearly maximum opening. To explain this, the
authors plot the velocity of the VF and the pressure load
when the glottal gap width reaches its maximum, as shown
in the middle frame of Fig. 6�a�. It can be seen that the VF
continues to deform even when d reaches its maximum
value, and the subglottal surface of the VF moves against the
high pressure, which results in a negative energy flow into
the VF �middle frame of Fig. 6�b��.

During the late stage of the closing phase, the power to
the VF becomes positive again �Fig. 9�. This indicates that
the pressure force assists the VFs to close. The typical VF
velocity, pressure force, and energy flow at this stage are
shown in the right frames of Figs. 6�a� and 6�b�. Note that
beside the medial surface, where the energy flow intensity is
positive, there is a significant part of the subglottal surface
where the energy flow is positive. That is, the VFs are being
pulled at the medial surface while being pushed at the sub-
glottal surface. Therefore, the VFs close not only under the
interior elastic recoil but also with the assistance of the pres-
sure. This role of the pressure was not observed by Thomson
et al.7 In their simulations, Thomson et al. found that overall,
the pressure force never assists the VFs during closure even
though there is a negative pressure locally at the medial sur-
face pulling the VFs. To reconcile the difference between the
results here and Thomson et al., the present authors point out
that the geometric model of the VFs here is significantly
different from that of Thomson et al., and as a result, the
subglottal surface of their VF model has less movement
compared to the present model during the vibration. In con-
clusion, the exact role of pressure in the VF vibration de-
pends on the chosen model, and it is possible that the pres-
sure force works cooperatively with the elastic force in the
VFs to close the glottis.

D. Mechanism for the flow asymmetry

In the present study, both the geometry of the larynx
model and VF material properties are symmetric, but the
glottal jet and downstream vortices exhibit highly asymmet-
ric behavior. The attachment of the flow to one of the VF
medial surfaces and deflection of the jet core have been ob-
served in both experiments and numerical simulations.3,10,15

However, this asymmetry was explained by some of the au-
thors as resulting from the so called Coanda effect.3,15 Ac-
cording to the argument, when the flow goes through the
glottis with a divergent cross section, the fluid trapped be-
tween the main stream and one of the VF surfaces is en-
trained to move, and the evacuating effect combined with the
high pressure on the other side of the flow would deflect the
flow and attach it to the VF. However, the present simula-
tions show that the jet flow can be severely deflected even
when the flow is symmetric within the glottis, as seen in Fig.
8. In addition, the largest curvature of the deflected jet is not
in the glottis but somewhere downstream in the supraglottal
region. Therefore, the result here is more consistent with the
study of the steady symmetric inflow entering a sudden ex-
pansion by Drikakis,18 where the flow with the expansion
ratio of 10 becomes asymmetric at a very low critical Rey-
nolds number ReQ=26. According to Drikakis,18 the critical

Reynolds number decreases as the expansion ratio is in-
creased. His result suggests that the downstream flow con-
fined by the channel plays a key role in the flow asymmetry.
Details of the flow structures presented in the present work
reveal that the jet has a strong interaction with the vortices
generated due to the confinement of the channel walls. Dur-
ing the interaction, the upstream portion of the jet is de-
flected by the vortices toward either wall of the FVFs, and
the downstream portion displays a wavy form. On the other
hand, the jet may strengthen the vortices and cause them to
roll up. As a result, the skewness of the jet is time-varying
within one vibration cycle, and especially further down-
stream, the curvature of the jet varies drastically due to the
rapid evolution of the unsteady vortices. Note that the similar
jet/vortex interaction is expected to occur in a corresponding
3D flow, even though the details may be different from those
presented in Sec. III B due to the 3D vortex structures. Durst
et al.35 showed that a 3D flow over a plane symmetric sud-
den expansion also becomes asymmetric above a critical
Reynolds number. Given that the jet Reynolds number of the
glottal flow varies during a vibration cycle, the extent of flow
asymmetry should also change, leading the 3D jet to oscil-
late.

The wavy pattern and flapping motion of the jet have
been reported by Neubauer et al.17 in their experimental vi-
sualization of the flow downstream a self-oscillating VF
model where the Reynolds number and channel expansion
ratio are much higher than those in the present work. There-
fore, the present findings are consistent to their results. Neu-
bauer et al.17 hypothesized that the jet asymmetry is induced
by the flow structures downstream from the VFs. This hy-
pothesis is confirmed by the numerical simulations in this
work.

IV. CONCLUSIONS

A recently developed IB method implemented on fixed
Cartesian grids is used to solve the governing equations for
both the incompressible flow and linear viscoelasticity of the
VF model. Compared to the previous research on phonation
modeling, the present work advances the use of continuum-
based model by using an accurate and efficient method and
captures features of the VF vibration and glottal flow with a
high level of detail. The transient vibration during onset, the
role of pressure in energy transfer, and the oscillatory behav-
ior of the glottal jet have been focused on in this study.

The simulations were performed with three different
subglottal pressure levels above the phonation threshold.
Self-sustained vibrations of the VFs initially at rest are ob-
tained, and the temporal patterns of the glottal opening and
measures of the intraglottal velocity and pressure are reason-
ably realistic. The results show that the VF vibration under-
goes a distinct transition at the start of phonation. The tran-
sient stage is dominated by the mode that closely resembles
the first mode identified in the eigenmode analysis, whereas
the stationary state is identified more closely with the second
eigenmode. As expected, the net work done by the flow pres-
sure to the VFs is positive in one vibration cycle. However,
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the pressure plays distinct roles during different phases of a
cycle, and it may promote the VF closure during the closing
phase.

The flow structures reveal that in the downstream region
away from the VFs, the flow is dominated by unsteady large-
scale vortices. The glottal jet interacts with these vortices,
and consequently, the direction of the jet is deflected and
displays dramatic cycle-to-cycle oscillation. In addition, the
downstream part of the jet in the present model appears as a
wavy form due to the counter-rotating vortex pairs, and its
shape is rapidly altered by the vortices.

Although the present work is limited to a 2D study and
the 3D effect is not incorporated, it sheds light on the mecha-
nism of selecting a particular vibration mode from several
structural eigenmodes by the nonlinear FSI process and also
on the complex flow behavior. Work is currently underway to
investigate the corresponding issues in 3D models.
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Vowel and consonant contributions to vocal tract shape
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The purpose of this study was to develop a method by which a vowel-consonant-vowel �VCV�
utterance based on x-ray microbeam articulatory data could be separated into a vowel-to-vowel
transition and a consonant superposition function. The result is a model that represents a vowel
sequence as a time-dependent perturbation of the neutral vocal tract shape governed by coefficients
of canonical deformation patterns. Consonants were modeled as superposition functions that can
force specific portions of the vocal tract shape to be constricted or expanded, over a specific time
course. The three VCVs �.pÄ�, �.tÄ�, and �.kÄ�, produced by one female speaker, were analyzed and
reconstructed with the developed model. They were shown to be reasonable approximations of the
original VCVs, as assessed qualitatively by visual inspection and quantitatively by calculating rms
error and correlation coefficients. This establishes a method for future modeling of other speech
material. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3158816�

PACS number�s�: 43.70.Bk, 43.70.Jt, 43.70.Aj �CHS� Pages: 825–836

I. INTRODUCTION

It is well known that speech does not merely consist of a
serial concatentation of individual speech sounds, but rather
a continuous blending of one sound into another. Production
of a blended acoustic stream requires that movements of the
articulatory structures be temporally and spatially coordi-
nated such that they are engaged in generating more than one
sound segment at any instant of time. This process of over-
lapping speech movements, commonly referred to as coar-
ticulation �e.g., Kozhevnikov and Chistovich, 1965; Öhman,
1966; Kent and Minifie, 1977� or coproduction �e.g., Fowler,
1980�, must be included in the development of any realistic
model of speech production. Because movement of the ar-
ticulators has the collective effect of determining the shape
of the vocal tract airspace, and because the shape of the
airspace is the most direct connection to the acoustic reso-
nances expressed in the speech signal as formants, it is im-
portant to develop a model that directly relates overlap of
phonetically-relevant gestures to the time-dependent changes
of the tract shape during production of speech. The purpose
of this study was to determine whether realistic changes in
vocal tract shape can be accurately represented with a model
where coarticulated speech is produced by superimposing
consonant gestures on an ongoing sequence of vowel transi-
tions.

This particular view of coarticulation seems to have
originated with Öhman’s �1966� spectrographic analysis of
vowel-consonant-vowel �VCV� utterances. The results sug-
gested that vowels and consonants are generated by two par-
allel production systems and place coincident demands on
the same articulatory structures. Thus, a VCV is considered
to be produced as a vowel-vowel �VV� sequence upon which
a consonant gesture is superimposed. Based on a cineradio-
graphic study of /h.’CV/ utterances, Perkell �1969� similarly

concluded that production of vowels and consonants is car-
ried out by two functionally different types of articulatory
activity. He noted that consonant articulations are generally
faster and require more precise timing than vowel articula-
tions. This led to the hypothesis that articulatory activity
could be divided into two classes in which the extrinsic
speech musculature is utilized primarily for vowel produc-
tion, whereas the intrinsic musculature of the tongue and lips
executes the place, manner, and degree of a specific conso-
nant that is additively superimposed on the overall vocal
tract posture provided by the extrinsic musculature. That is,
rapid, precise consonantal gestures are superimposed on an
underlying vowel gesture. Gracco �1992� also referred to a
functional division of vocal tract movement into two general
categories: “…those that produce and release constrictions
�valving�, and those that modulate the shape or geometry of
the vocal tract.” Löfqvist and Gracco �1999� later reported
that, during production of a VCV, tongue movement toward
the final vowel often began before the consonant closure had
occurred, and further that most of the movement from the
initial vowel occurred during the consonant closure. Both
findings suggest that the overall shaping of the vocal tract
continues while constrictions are imposed and released.

The paradigm of functional division of the articulatory
system into separate vowel and consonant classes has influ-
enced various control strategies for articulatory and vocal
tract models. Öhman �1967� followed his spectrographic
study by proposing a model that allows for interpolation of
the midsagittal cross-distance �width� of one vowel shape to
another over the time course of an utterance. Simultaneously,
a consonant constriction function can be activated that varies
over the same time course as the vowel component. At each
successive point in time, the consonantal function is super-
imposed on the modeled vowel substrate to produce a com-
posite tract shape. Nakata and Mitsuoka �1965� and Ichikawa
and Nakata �1968� used the idea of superimposing a conso-
nant on a VV transition in a rule-based speech synthesizer.a�Electronic mail: bstory@u.arizona.edu
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Similarly, Båvegård �1995� and Carré and Chennoukh �1995�
both reported vocal tract area function models where conso-
nant constrictions are superimposed on an interpolation of a
vowel-to-vowel transition. Browman and Goldstein’s �1990�
development of “articulatory phonology” also reflects the
ideas suggested by Öhman’s work. In their view, speech is
produced by a series of overlapping gestures created by ac-
tivation of “tract variables” such as constriction location and
degree of the tongue body and tip. Models based on similar
conceptualizations of speech production have been proposed
by Fowler and Saltzman �1993�, Byrd �1996�, and Tjaden
�1999�.

More recently, Story �2005a� described a model of the
vocal tract area function that incorporates many aspects of
the type of speech production system suggested by Öhman
�1966, 1967� and Perkell �1969�. The model consists of mul-
tiple hierarchical tiers,1 each of which is capable of imposing
particular types of perturbation on the vocal tract shape. In
the first tier, vowels and vowel-to-vowel transitions are pro-
duced by perturbing a phonetically-neutral vocal tract con-
figuration with two canonical deformation patterns called
modes. The modes, which were derived by principal compo-
nent analysis, are shaped such that they efficiently exploit the
acoustic properties of the vocal tract �Story, 2007a�, and tend
to be common across speakers �Story and Titze, 1998; Story,
2005b, 2007b�. Consonant production results from a second
tier of perturbation that imposes severe constrictions on the
underlying vowel or evolving VV transition. The constriction
functions are precisely defined by the range along the tract
length that is affected by the constriction, the constriction
location, the cross-sectional area at the point of maximum
constriction, and by the timing of the activation.

A speech signal produced by this model2 carries infor-
mation characteristic of the successive tiers of vocal tract
structure or movement on which it is built. For example, the
idiosyncratic features of the neutral vocal tract shape will set
the acoustic background on which vowel transitions gener-
ated by the first tier are superimposed. This is demonstrated
in Fig. 1�a� where time-dependent formant contours are
shown for a transition from �*� to �i� simulated by the model
in terms of area function changes. At any point in time, the
formants along the transition can be considered to be per-
turbed or deflected away �as suggested by the up and down
arrows� from the formants of the underlying neutral tract
�shown with dotted lines�. The characteristics of the vowel
transitions, in turn, provide the acoustic background on
which consonantal perturbations are imposed by the second
tier of the model. Demonstrated in Fig. 1�b� are the formant
contour effects that result from perturbing the �*i� transition
with a consonant constriction intended to approximate a �d�.
For comparison purposes, the �*i� transition and neutral tract
formants are also shown in this figure, along with the time
course of the consonant magnitude, denoted as mc�t�. The
consonant magnitude indicates the period of time in which
the consonant perturbation affects the vocal tract shape �i.e.,
for mc�t��0� and causes the formant frequencies to be de-
flected upward or downward relative to those formants that
would exist in the absence of the consonant �see arrows�.

Although utterances can be simulated with this model,
temporal activations of the vowel and consonant elements
have been mostly prescribed by ad hoc rules �Story, 2005a�
or formant-to-coefficient mapping �Story and Titze, 1998�. It
was shown in Story �2007b�, however, that canonical modes
similar to those on which the vowel tier is based could be
extracted from the articulatory data available in the Univer-
sity of Wisconsin-Madison’s x-ray microbeam �XRMB� da-
tabase �Westbury, 1994�. Specifically, the x-y coordinates of
fleshpoint pellets, along with the outline of the hard palate,
were used to approximate the shape of the oral part of the
vocal tract as a midsagittal cross-distance function for eleven
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FIG. 1. Demonstration of multiple “layers” of vocal tract perturbations to
produce a VCV. �a� Time-varying formant frequencies �thick solid lines� that
result from perturbing a neutral vocal tract shape with vowel-to-vowel �VV�
sequence; the Fn’s are the formants for the neutral tract shape and shown
with dotted lines, Fv’s are the formants in an approximately stable portion of
the initial and final vowels. �b� Time-varying formant frequencies �thick
solid lines� that result from perturbing the VV sequence �thin solid lines�
with a consonant perturbation approximately representative of �d�; the
dashed line indicates the time course of the consonant activation whose
amplitude ranges from 0 to 1 �not Hz� and the Fci’s and Fcf’s are formant
frequencies that exist at the point where the occlusion begins and ends.
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vowels. A principal component analysis �PCA� performed on
speaker-specific sets of these cross-distance functions re-
vealed mode shapes essentially the same as those derived
from MRI-based �magnetic resonance imaging� area function
sets in previous research �e.g., Story and Titze, 1998; Story,
2005b; Mokhtari et al. 2007�, even though only the oral por-
tion of the vocal tract was available for analysis. Further
analysis demonstrated that VV transitions could be accu-
rately represented with time-dependent scaling of the modes
superimposed on the mean cross-distance function, thus vali-
dating the first tier of the Story �2005a� model. It remains a
question though whether naturally spoken VCVs can be ac-
curately represented by modeling them as a VV transition
with a superimposed consonant function, as prescribed by
the second tier of the model.

The aim of this study was to address this question by
extracting time-varying cross-distance functions from
XRMB data, with the method described in Story �2007b�, for
VCV utterances with stop consonants, and determining how
well their time course can be represented with a model simi-
lar to Story �2005a� but formulated for cross-distance, rather
than area. The assumption was that the initial and final vow-
els in a VCV can be well represented by scaling coefficients
of the vowel-based modes. These coefficients can then be
interpolated to generate the underlying VV transition. It was
also assumed that the consonant superposition function can
be determined from the shape of the vocal tract during the
closure period, and represented with parameters such as con-
striction location, extent, degree, and temporal activation.

Described in Secs. II–V is a step-by-step process for
transforming the x-y coordinates of articulatory fleshpoints
during production of a VCV to the components of a vocal
tract model based on superimposing a consonant gesture on a
vowel substrate. Since the outcome of early steps in the pro-
cess are needed for later steps, each section combines expla-
nations of the method with intermediate results.

II. MEASUREMENT OF TIME-VARYING CROSS-
DISTANCE FUNCTIONS

A. Speaker and speaking tasks

The speaker chosen from the XRMB database for the
present study was JW26. This female speaker was 24 years
old at the time of data collection and her dialect base is listed
as Verona, Wisconsin �Westbury, 1994�. She was also one of
the four speakers studied in Story �2007b� so that vocal tract
modes have already been reported for her vowels. These will
be used subsequently in Sec. III. The XRMB protocol for
each speaker in the database contains a set of VCVs in the
form of �.CÄ�, where “C” is 1 of 21 different consonants
�task number 16, file “tp016”�. Only those VCVs with the
unvoiced stop consonants �p, t, k� were analyzed in this
study.

B. Cross-distance functions from XRMB data

The XRMB data consist of time-dependent displace-
ments of gold pellets affixed to four points on the tongue,
two on the jaw, and one on each of the upper and lower lips.
During data collection, x-y coordinates of each pellet were

acquired at a sampling interval of 6.866 ms �Westbury,
1994�. To extract a representation of the vocal tract shape,
the same technique was used as described by Story �2007b�
where a midsagittal cross-distance function can be deter-
mined from a two-dimensional vocal tract profile, con-
structed from pellet coordinates, for any time frame of data
produced by a given speaker. Although the details of the
technique will not be repeated here, the process is demon-
strated graphically in Fig. 2. The positions of the pellets on
the tongue �T1–T4�, incisor �MNi�, lower lip �LL�, and upper
lip �UL� are shown as filled circles in Fig. 2�a� for a specific
time frame representative of JW26’s �æ� vowel. Also shown
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FIG. 2. Demonstration of finding a cross-distance function from XRMB
data. �a� Sagittal view of a time frame representative of JW26’s �æ� vowel.
A superior and an inferior vocal tract boundary are generated based on the
tongue points �T1-T4�, palatal outline, pharyngeal wall, and four phantom
points �open circles� related to the mandible and lips. The lines extending
across the vocal tract are perpendicular to the centerline and comprise the
cross-distance measurements. �b� Resulting cross-distance function; note
that the x-axis indicates distance into the vocal tract from the lips, where the
lips are at 0 cm.
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is the palatal outline and an approximation of the posterior
pharyngeal wall. The open circles denote derived “phantom”
points �see Story, 2007b, p. 3774� that more accurately rep-
resent the interface of tissue and air than do the actual pellets
on the lips and jaw.3 The inferior vocal tract profile is gen-
erated with a spline fit through the four tongue points and the
two lower phantom points. Similarly, the upper profile is
constructed with a spline fit through the upper two phantom
points and the palatal outline. The next step is to use an
iterative bisection algorithm to find the centerline through
the airspace, extending from the lips back to the most poste-
rior point of the palatal outline. Finally, the distance from the
lower to upper profile is measured perpendicularly at a suc-
cession of points along the centerline. This collection of
cross-distances can be plotted as a function of the distance
from the lips, as shown in Fig. 2�b�. It is noted that the
number of points in a particular cross-distance function de-
pends on the vocal tract shape at a given time frame �see
Story, 2007b, p. 3775�. For all uses of the algorithm in this
study and previously in Story �2007b�, each cross-distance
function was resampled with a cubic spline so that it contains
33 elements separated by equal length intervals.

This same process can be performed over consecutive
XRMB time frames to generate a time-dependent cross-
distance function. These will, in general, be referred to as
DVCV�x , t� where x is the distance from the lips and t is time.
Shown in Fig. 3 are three-dimensional �3D� surface plots of
the DVCV�x , t�’s determined for JW26’s utterances �.pÄ�,
�.tÄ�, and �.kÄ�. The three phonetic symbols on each plot
indicate the approximate temporal location of the initial
vowel �.�, the consonant, and the final vowel �Ä�, respec-
tively. It is noted that, as expected, the consonant constriction
is moved progressively in the posterior direction for the �p�,
�t�, and �k� consonants. Because the cross-distance analysis
only extends as far back as the posterior end of the palatal
outline, the representation of the �k� is somewhat incomplete.
That is, the point of maximum constriction is included, along
with the vocal tract shape anterior to it, but the tract shape
posterior to the constriction is not available. Although diffi-
cult to discern from the figures, it is also noted that the cross-
distance does not necessarily become zero at the point of
constriction. For points on the tongue this is a result of the
low spatial resolution of the data. That is, if the point of
contact of the tongue with an opposing surface is between
two pellets, the cross-distance algorithm will not account for
it. At the lips, an incomplete occlusion may appear in the
cross-distance function for a bilabial closure because of po-
tentially different degrees of compression force. Corrections
for the “non-zero” occlusions based on various mathematical
functions could perhaps be proposed. For the present study,
however, it was decided not to alter the measured cross-
distances and to assume that the spatial and temporal char-
acteristics of the consonant constriction are accurately de-
picted. These three VCV surfaces served as the vocal tract
shape data for which the subsequently described method was
developed and tested.

III. RECOVERY OF THE VV SEQUENCE

The method for separating the vowel and consonant
parts of a VCV cross-distance function is based on the as-
sumption that

DVCV�x,t� = DVV�x,t�C�x,t� for x = ��1,N� , �1�

where DVV�x , t� is the vowel-to-vowel �VV� cross-distance
function that would exist in the absence of a consonant,
C�x , t� is a consonant superposition function that perturbs the

−6
−5

−4
−3

−2
−1

0 0
0.1

0.2
0.3

0.4
0.5

0

1

2

3

Time (sec.)Distance from
Lips (cm)

C
ro

ss
−

di
st

an
ce

(c
m

) A

@
p

(a)

−6
−5

−4
−3

−2
−1

0 0
0.1

0.2
0.3

0.4
0.5

0

1

2

3

Time (sec.)Distance from
Lips (cm)

C
ro

ss
−

di
st

an
ce

(c
m

) A

@
t

(b)

−6
−5

−4
−3

−2
−1

0 0
0.1

0.2
0.3

0.4
0.5

0.6

0

1

2

3

Time (sec.)Distance from
Lips (cm)

C
ro

ss
−

di
st

an
ce

(c
m

) A

@
k

(c)

FIG. 3. �Color online� Time-varying cross-distance functions for VCVs spo-
ken by JW26. The phonetic symbols are approximately aligned with the
time frame where the respective vowels or consonants are expressed in the
cross-distance function. �a� �.pÄ�, �b� �.tÄ�, and �c� �.kÄ�.
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VV by imposing a constriction at a specific time and loca-
tion, and � is the distance between each of the N=33 con-
secutive elements in a cross-distance function. Thus, the aim
of the method is to extract a representation of both DVV�x , t�
and C�x , t� from a measured DVCV�x , t�.

In this section, a technique is described for approximat-
ing the vowel-to-vowel sequence DVV�x , t� that underlies a
given VCV. Using the concept of vocal tract modes, the tech-
nique effectively allows for the “recovery” of the VV se-
quence from the cross-distance functions generated in the
previous section.

A. Vocal tract modes

It was assumed that the VV cross-distance function can
be represented by time-dependent linear combinations of vo-
cal tract modes such as those reported in Story �2007b�. In
that study cross-distance functions were obtained for 11
vowels from each of four speakers. Vocal tract modes were
then computed, with principal component analysis, for each
speaker’s set of vowels. The two modes that accounted for
nearly 99% of the variance in JW26’s set of cross-distance
functions are shown in the lower part of Fig. 4. The first
mode �1 is plotted with a solid line and the second mode �2

is shown as a dashed line. The mean cross-distance function
�across the eleven vowels� � is shown in the upper part of
the plot. Although plotted in the same figure for convenience,
the units for the modes and mean cross-distance are not the
same, as indicated on the left and right hand sides of the plot,
respectively.

Cross-distance functions can be reconstructed with high
accuracy for the original 11 vowels with the relation,

DV�x� = ��x� + q1�1�x� + q2�2�x� , �2�

where �1�x� and �2�x� are the modes, ��x� is the mean
cross-distance function, x is the distance from the lips, and q1

and q2 are weighting coefficients that generate a specific vo-
cal tract shape.

B. Time-varying mode coefficients

The purpose of this step was to find time-dependent
mode coefficients representative of the transition from initial
to final vowel for each of the VCV utterances shown previ-
ously as time-varying cross-distance functions in Fig. 3. For
any given VCV cross-distance function, it was hypothesized
that the portions of the utterance not affected by the conso-
nant can be fairly well approximated by a particular combi-
nation of the q1 and q2 coefficients of Eq. �1�. It follows that
those portions of the VCV that are affected by the consonant
will be poorly represented by the mode coefficients. Thus,
the first step in recovering the vowel and consonant compo-
nents of the VCV consists of finding mode coefficients that
provide a best fit to the cross-distance function at each time
frame. The error between measured and reconstructed cross-
distances should be low during the initial and final vowel
portions and high during the consonant, and thus can provide
a means of segmenting the VCV.

To determine coefficient values for the cross-distance
function within each time frame of a VCV, a Nelder–Mead
Simplex optimization technique �Lagarias et al., 1998; the
Mathworks, 2008� was used to find the �q1 ,q2� coefficients
that minimized the squared error between a measured cross-
distance function and that constructed with Eq. �2�. The
minimum error within each frame can be used to generate an
error function over the duration of the utterance.

Applying this process to the three DVCV�x , t�’s in Fig. 3
produces the error functions shown in the top row of Fig. 5.
Although they represent the squared error at each time frame,
for purposes here, each one is normalized so that the maxi-
mum error is equal to 1.0. The points denoted with filled
circles, labeled as to and tf, indicate the time instants where
local minima of the error functions occur, suggesting that the
particular combination of coefficients determined at these
points provides a good fit to the vocal tract shape. The ver-
tical lines that pass through each of the filled circles divide
the VCV into three regions. The first region �“I” in the fig-
ure�, extending from the beginning of the utterance to the
first local minima to, is the domain of the initial vowel. Be-
tween to and tf is region II, a time segment where the error
increases rapidly due to the influence of the consonant con-
striction on the underlying VV transition, and then decreases
toward zero as the consonant vanishes. Region II is assumed
to be a transition zone where the speaker simultaneously
moves the vocal tract from the initial to final vowel shape
and executes the onset and offset of a consonantal constric-
tion. Region III extends from the second minimum tf to the
end of the utterance, and is assumed to be the domain of the
final vowel.

Ideally, the error within regions I and III would drop to
zero for any given VCV because the vowel-based modes
would provide an exact match to the actual cross-distance
function. Although each error function plot indicates a ten-
dency toward zero in these regions, none of the three actually
becomes zero at any point in time. For �.pÄ�, there is a fairly
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FIG. 4. �Color online� Vocal tract modes and mean tract shape for JW26
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large error in region I indicating that the cross-distance func-
tions are not well represented by the vowel-based modes,
likely due to the influence of the consonant already during
this period of time. For �.tÄ�, a local minimum does not
actually exist on the left side of the error peak, so to was
manually chosen at a point where the slope of the error was
reduced; this was done so that three regions could still be
defined. The error function for �.kÄ� contains two clearly
defined minima that bracket the error peak but the error does
rise at the beginning of the utterance. In all three cases, the
error increases toward the end of the utterance suggesting
that the speaker may have been moving the vocal tract to-
ward a less vowel-like shape that could not be well repre-
sented by the mode coefficients.

In the second row of Fig. 5 are plots of the mode coef-
ficients as they vary over the time course of each of the three
VCV utterances. The same three regions defined by the error
functions are also indicated in each of these three plots. The
thick lines �both solid and dashed� represent the q1 and q2

coefficients derived by the frame-by-frame optimization pro-
cess. As would be expected because of the same target vow-
els, they are similar, although certainly not identical, across
the three utterances in regions I and III. In region II, how-

ever, the coefficients differ across the three VCVs because
the optimization process was attempting to find a vocal tract
shape that would fit both the vowel shape and the given
consonant constriction during this period.

To remove the effect of the consonant constriction from
the temporal pattern of the mode coefficients it was assumed
that, within region II, they could be replaced with an inter-
polation of the coefficient values at to �boundary of regions I
and II�, and their values at tf �boundary of regions II and III�.
With the interpolation specified as a sinusoidal function, the
q1�t� and q2�t� coefficients over the entire duration T of the
utterance were replaced with

qnVV�t�

= �
qn�t� for 0 � t � to,

�qnf − qno�sin�2��t − to�
4�tf − to� � + qno for to � t � tf ,

qn�t� for tf � t � T ,
�

�3�

where n= �1,2�, and qno and qnf are the coefficient values at
the boundaries of region II. The qnVV�t� were also smoothed
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FIG. 5. �Color online� Normalized error functions �top row� and time-varying mode coefficients �bottom row� for �.pÄ� �left column�, �.tÄ� �middle column�,
and �.kÄ� �right column�. The error functions indicate the differences between the original VCV cross-distance functions and those constructed by the
mode-coefficient fitting algorithm. The bottom row of plots show the time-varying mode coefficients derived from the fitting algorithm �thick lines� and the
corrected versions �thin lines� based on interpolation. The regions in each plot are defined by the points, to and tf, which denote the local minima on either side
of the peak in the respective error function.
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with a tenth order FIR filter that had a low-pass cutoff fre-
quency of 10 Hz. The thin lines �both solid and dashed� vis-
ible in region II of the three mode coefficient plots �Fig. 5�
are the result of interpolation with Eq. �3�, and are represen-
tative of the underlying VV transition. Although not visible
in the plots, note that q1VV�t�=q1�t� and q2VV�t�=q2�t� in
regions I and III. The filled circle corresponding to to on the
q2VV�t� trace for �.pÄ� is displaced slightly upward from the
q2�t� trace. This is due to the mild filtering that is applied
after the interpolation. Other interpolation schemes such as
cosine, minimum jerk, or linear were also tested, but the
sinusoidal function seemed to best serve the purpose of ap-
proximating the time-dependence of the coefficients during
the portion of the vowel transition that is affected by the
constriction. Kröger et al. �1995� made use of a similar
sinusoid-based function for estimating movement trajectories
of articulatory fleshpoints.

It is noted that division of the VCV into the three spe-
cific regions is critical for separating the vowel and conso-
nant components. Temporal parsing by any other criterion

would undermine the hypothesized representation of a VCV
as a constriction superimposed on a vowel transition, and
would reduce the effectiveness of the interpolation in region
II to remove the influence of the consonant.

C. Reconstruction of the hypothetical VV sequence

The interpolated time-varying mode coefficients can
now be used to construct a hypothetical cross-distance his-
tory over the duration of the vowel sequence with a time-
dependent version of Eq. �2�,

DVV�x,t� = ���x� + q1VV�t��1�x� + q2VV�t��2�x�� , �4�

in which q1VV�t� and q2VV�t� are functions of time, and
�1�x�, �2�x�, and ��x� remain unchanged as functions of the
distance from the lips. Time-varying vowel-to-vowel cross-
distance functions were generated with the coefficients
q1VV�t� and q2VV�t� from the each of the plots in the bottom
row of Fig. 5, and are shown in the left column of Fig. 6.
There are some subtle differences, but, as expected, each plot
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FIG. 6. �Color online� In the left col-
umn are the hypothetical VV se-
quences, Dvv�x , t�, recovered from the
three original VCVs, and shown in the
right column are the consonant pertur-
bation functions C�x , t�. The product
of the VV sequences with the conso-
nant perturbations would reconstruct
the original cross-distance functions.
The white lines in the right column
plots indicate the time frame and spa-
tial location corresponding to the
maximum constriction.
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shows a similar time-progression of the cross-distance from
the initial �.� to the final �Ä� in the absence of the consonant
constriction. Thus a hypothetical underlying VV transition
has been recovered, in each case, from the original VCV.

IV. RECOVERY OF THE CONSONANT
SUPERPOSITION FUNCTION

A. Separation of vowel and consonant portions of
VCVs

With DVV�x , t� known for a given VCV, the time-
dependence of the consonant constriction can now be recov-
ered by rearrangement of Eq. �1� such that

C�x,t� =
DVCV�x,t�
DVV�x,t�

. �5�

This is a ratio of the measured VCV to hypothetical VV
cross-distances at every point in time and space. In regions I
and III, as defined previously, this ratio should ideally be 1.0
since the cross-distances are representative of the same vow-
els in both the VCV and VV. The values of C�x , t� in region
II are expected to deviate toward 0.0 due to the influence of
the consonant constriction.

With Eq. �5�, C�x , t� functions were calculated for the
three VCVs and are shown in the right column of Fig. 6. In
the initial and final vowel portions of each case, the functions
are fairly flat and nearly equal to one along the posterior
extent from the lips into the oral cavity. The slight deviations
away from one in the vowel portions result from the inexact
match of the vowel-based model to the measured cross-
distance functions. Such deviations are expected based on
the nonzero values present in regions I and III of the error
functions �Fig. 5�. In the vicinity of the consonant, each
C�x , t� decreases toward a minimum value near zero, reveal-
ing the onset and offset of the constriction perturbation in the
absence of the vowel substrate. The temporal pattern of each
constriction can be best seen along the spatial point xc, where
C�xc , t� is highlighted with a white line. The shape of C�x , t�
at time instant tc represents the fully expressed consonant
constriction. C�x , tc� functions are indicated on each of the
plots as white lines extending from the lips back into the
vocal tract.

To provide a clearer picture of the overall shape of the
constrictions, all three C�x , tc� functions are replotted in Fig.
7. The constriction minima xc, marked with filled circles, are
located at the lips for �p�, at −2.3 cm from the lips for �t�,
and at −5.1 cm for �k�. It is noted that the constriction for �k�
is located at the most posterior point afforded by the XRMB
data. This means that the C�x , tc� for �k� captures only the
anterior portion of the constriction shape. It is also noted that
even though each VCV contains a stop consonant, none of
the three C�x , tc� functions in Fig. 7 actually becomes zero,
suggesting that a complete occlusion is never attained. This
is an artifact due to the low spatial resolution as discussed
previously in Sec. II B.

B. Time dependence of the consonant perturbation
function

The operations described to this point allow for a given
VCV cross-distance function to be effectively separated into
the “VV” and “C” components of Eq. �1�. In this section,
additional operations are described for estimating the tempo-
ral activation of the consonant constriction.

The spatial configuration of the constriction is assumed
to be fully expressed at time instant tc as the function
C�x , tc�; these were shown previously in Fig. 7 for each of
the three VCVs. This function can be represented in general
as

C�x,tc� = 1 − mc�tc�f�x� = 1 − f�x� , �6�

where mc�tc� is a scaling function defined to be equal to one
at tc, and f�x� is a spatial shaping function that, when sub-
tracted from 1.0 at all values along the x-axis, will produce
C�x , tc�. At all other time instants, C�x , t� is considered to be
a scaled version of C�x , tc� that returns to a value of 1.0
along the entire x-axis when the consonant effect is absent.

The time course of the consonant perturbation can be
determined from the variation along C�xc , t�, where xc is the
constriction location. These functions were shown as white
lines in the right column plots of Fig. 6. Note that each
C�xc , t� tracks the temporal variation of the point of maxi-
mum constriction, and is perpendicular to the corresponding
spatial variation. Each C�xc , t� can be written as

C�xc,t� = 1 − mc�t�f�xc� , �7�

where mc�t� is the time-dependent consonant magnitude. The
mc�t� function can be determined from known quantities by
first substituting Eq. �7� into Eq. �1� �evaluated at xc� to give
the relation

DVCV�xc,t� = DVV�xc,t��1 − mc�t�f�xc�� . �8�

Rearranging Eq. �6� and evaluating at xc yields

f�xc� = 1 − C�xc,tc� , �9�

which can be substituted into Eq. �8�. Solving for mc�t� re-
sults in
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mc�t� =
DVCV�xc,t� − DVV�xc,t�
DVV�xc,t��C�xc,tc� − 1�

, �10�

where all quantities on the right-hand side of the equation are
known from previous measurements and analyses.

Plots of the magnitude mc�t� calculated with Eq. �10� for
each VCV, along with the corresponding audio signal are
shown in Fig. 8. In all three cases, the peak �where mc�t�
=1� occurs just prior to the plosive burst as indicated by the
vertical lines, and is the point at which the corresponding
consonant function would be fully superimposed on the un-
derlying VV transition. On either side of the peaks, mc�t�
decreases rapidly indicating progressively less consonantal
effect on the vocal tract shape. Ideally the consonant magni-
tude would drop to zero in these regions �i.e., no consonantal
influence�, but for �p� and �k�, it decreases to values slightly
below zero, and for �t�, never reaches zero. The imperfect
match of the hypothetical VV transitions to the non-
consonantal portions of the original utterances causes the nu-
merator of Eq. �10� to be non-zero during these time periods,
thus generating the positive or negative offset observed in

the mc�t� functions. Nonetheless, it is apparent from these
plots that the influence of the consonant begins prior to the
acoustic offset of the initial vowel, and seems to subside in
less than 0.1 s after the acoustic onset of the final vowel.
These values are approximately representative of the three
utterances spoken by the speaker JW26 and are not intended
to characterize the consonants in general, but rather to show
the superposition effect of the consonant on the underlying
vowel substrate.

V. RECONSTRUCTION OF THE ORIGINAL VCVs

The mc�t� functions derived in the previous section can
now be used to reconstruct the time-varying cross-distance
functions for each of the respective VCVs. First, from Eq.
�6�

f�x� = 1 − C�x,tc� , �11�

which can be substituted into

C��x,t� = 1 − mc�t�f�x� = 1 − mc�t��1 − C�x,tc�� �12�

to produce a consonant superposition function. Next, Eq. �1�
is rewritten with new notation as

DVCV� �x,t� = DVV�x,t�C��x,t�, x = ��1,N� , �13�

where the primes indicate an approximation to the previous
similar quantities.

Using Eqs. �12� and �13�, the C��x , t� was recovered and
DVCV� �x , t� reconstructed for �.pÄ�, �.tÄ�, and �.kÄ�. The re-
sulting time-varying functions are shown as 3D plots in the
left and right columns of Fig. 9. As prescribed by Eq. �13�,
each DVCV� �x , t� in the right column is the product of the
corresponding C��x , t� in the left column with the appropriate
DVV�x , t� shown previously in Fig. 6. Qualitatively, these
plots indicate that the primary temporal and spatial features
of both the original cross-distance functions �Fig. 3� and the
derived consonant superposition functions �Fig. 6, right col-
umn� are maintained in the reconstructed versions, but some
of the fine detail is lost.

The accuracy of each DVCV� �x , t� relative to the original
time-varying cross-distance function was assessed by calcu-
lating the rms error and correlation coefficient at each time
frame. These quantities are shown in Fig. 10 as functions of
time. The rms error, which provides a measure of the abso-
lute difference in the cross-distances, is shown in the lower
part of the graph and its units are denoted by the axis label
on the left. With the exception of the initial 0.05 s of �.pÄ�,
the rms error of all three VCVs is less than 0.2 cm for the
duration of the utterance. During the period of time where
the consonant affected the vocal tract shape, the rms error is
nearly zero. Shown in the upper part of Fig. 10, and denoted
by the right axis label, is the correlation coefficient. This
gives an assessment of the similarity in shape of the original
and reconstructed cross-distance functions at each time
frame, and is nearly 1.0 over the duration of each VCV. The
exception, again, is the initial 0.05 s portion of �.pÄ� where
the correlation coefficient drops to about 0.85. Taken to-
gether, these two measures suggest that the three VCVs can
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FIG. 8. Consonant magnitude functions mc�t� calculated with Eq. �10� for
each of the three VCVs. Also shown in the background are the correspond-
ing audio signals. The vertical line in each plot marks the time instant of the
plosive burst.
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be reasonably well represented and reconstructed by combin-
ing a separate VV sequence with a time-dependent consonant
perturbation.

VI. DISCUSSION

In the discussion of his numerical model of coarticula-
tion, Öhman �1967, p. 318� stated that “The principal value
of the model…lies in its ability to summarize with a single
mathematical formula the articulatory equivalent of the
rather complex acoustic description of VCV coarticula-
tion…” Perhaps the same might be said for the present
model, although a few more mathematical relations than just
one are required for the complete description. In particular,
the ability of the VCV cross-distance model to separate the
temporal and spatial contributions of vowels and consonants
to the vocal tract shape may allow for insight into the plan-
ning of speech utterances. For instance, questions regarding
the variability of constriction location, shape, and timing
within different vowel environments may be addressed. It is

also of interest to relate vocal tract shape change to acoustic
output. This could be studied by comparing the structure of
formant frequency contours measured for the VCV utter-
ances with the temporal variations of the consonant magni-
tude and mode coefficients, similar to the idealized version
of acoustic characteristics shown in Fig. 1.

A goal in developing the VCV model is to eventually
use it to provide information useful for controlling an area
function model of the vocal tract. Since the cross-distance
model shares many features with the area function model
proposed by Story �2005b�, transformation of the spatial and
temporal information derived for VCVs to parameters rel-
evant for this model should be relatively straightforward.
Such a transformation was demonstrated for vowel se-
quences �Story, 2007b� based on mode coefficients, but ad-
ditional work is needed to parametrize the consonant super-
position functions. Specifically, the C�x , tc� functions �Fig. 7�
will need to be described in terms of constriction location
�already denoted as xc�, extent of the constriction along the
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FIG. 9. �Color online� In the left col-
umn are the consonant perturbation
functions C��x , t� recovered for each
of the three VCVs with Eq. �12�, and
shown in the right column are the re-
constructed VCV cross-distance func-
tions DVCV� �x , t�.
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vocal tract length, and degree of symmetry about the con-
striction location �skewness�. In addition, informed tech-
niques for correcting the C�x , tc� functions for complete oc-
clusions need to be developed, as well as corrections for the
offsets of the consonant magnitude functions �mc�t�� during
the vowel-only portions of VCVs, as noted in Fig. 8.

Although speculative at this point, transformation of the
VCV cross distance information to area function model pa-
rameters may allow for more realistic simulation of vocal
tract shape changes along with associated acoustic output.
This could aid in understanding both the acoustic and per-
ceptual consequences of various spatial and temporal aspects
of vocal tract movement. Controlling an area function with
these parameters would also allow for experimenting with
the temporal or spatial variability of the vowel and consonant
components of an utterance. For example, the acoustic effect
and perception of “sliding” the consonant magnitude func-
tion �cf. Tjaden, 1999; Löfqvist and Gracco, 1999� along the
time axis relative to the vowel transition could be investi-
gated systematically.

A key part of the VCV cross-distance model is the in-
terpolation of the time-varying mode coefficients during the
period when the consonant affects the vocal tract shape. It is
this interpolation that allows for the recovery of a hypotheti-
cal VV sequence that can subsequently be used to recover
the consonant superposition function. The sinusoidal func-
tion used in the model was chosen because it was found to
provide a reasonable fit to the mode coefficients between the
boundaries of region II. This does not mean that a sinusoidal
function is necessarily representative of the temporal pattern
of a complete vocal tract gesture, however. It is noted that
the time points, to and tf, that bound region II for each VCV
are located at the onset and offset of the consonant gesture
�defined by the minima in the error functions�, not the begin-
ning and end of the VV transition. Thus, the interpolation of
the mode coefficients within region II is an estimate of only
a portion of the entire VV transition. It is also important to
note that locating to and tf at the error function minima is
necessary to avoid an interpolation that �1� could include
remnants of the consonant constriction if Region II were re-

duced in duration or �2� not adequately represent the VV
transition if the duration of Region II were increased.

Although the VCV cross-distance model shares many
similarities with the Öhman �1967� model, a primary differ-
ence is that all of the parameters needed by the present
model to decompose and reconstruct a given VCV can be
obtained from analysis of that VCV alone. In Öhman’s
model the canonical vocal tract shape for a particular conso-
nant and the coarticulation function could be obtained only
from multiple VCVs in which that consonant was embedded
within two different symmetric vowel contexts. Also required
were canonical tract shapes for the vowels themselves. In the
XRMB database, isolated VCVs were spoken only in the
asymmetric �.Ä� context, hence, a direct comparison with the
Öhman model is not currently possible unless a variety of
VCVs were approximated from word and sentence level ma-
terial. Additional new XRMB data collection could poten-
tially supply a wider variety of VCV speech material for
which a comparison could be made. Another difference is
that the representation of velar stop consonants by the Öh-
man model is problematic because the location of the con-
striction is dependent on the vowel context, meaning that a
canonical tract shape does not exist for this class of conso-
nants. Although the VCV cross-distance approach has the
problem of limited data in the velar region, there is no limi-
tation of the model with regard to vowel-dependent constric-
tion locations.

At this point the utility of the VCV model is admittedly
limited by a number of factors. First, it has been applied to
only three VCVs from one speaker. Certainly more speech
material from additional speakers needs to be modeled in
order to determine if the decomposition technique general-
izes across a wide range of initial and final vowels, as well as
across a variety of consonantal constrictions. Second, the
constraint that XRMB articulatory data represent only the
oral cavity does limit the degree to which the results can be
extended to describe movement of the entire vocal tract. This
limitation is tempered somewhat by knowing that the vocal
tract modes determined from XRMB data appear to replicate
those modes found for area functions based on the entire
vocal tract �Story, 2007b�. In addition, for most consonants
other than those in the velar region, the consonant constric-
tion is fairly well represented by the extent of the XRMB
data. For the velar consonants, only a portion of the full
extent of the constriction is captured by the data, and it is
possible that in some cases the location of maximum con-
striction is not well represented. It can be noted, however,
that the location and general configuration of the constric-
tions for each of the three consonants represented by the
consonant superposition functions in Fig. 7 are similar to the
vocal tract area functions reported for the same stop conso-
nants in Story and Titze �1998�. A third limitation is that the
XRMB flesh points �pellets� provide a sparse spatial repre-
sentation of the vocal tract in only the midsagittal plane. The
low spatial resolution does not allow for a detailed represen-
tation of the air channels needed for fricative and affricate
production, and midsagittal data cannot adequately depict
consonants with lateral constrictions.

FIG. 10. Comparison of the reconstructed VCVs of Fig. 9 to the original
time-varying cross-distance functions shown previously in Fig. 3. The lower
part of the plot indicates the rms error between the cross-distance functions
at every time frame over the course of each utterance. The upper part shows
the correlation coefficients calculated at each time frame. Note the axis label
for the rms error is on the left side of the plot and on the upper right side for
the correlation coefficients.
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Despite these limitations, however, reconstruction of
even a rudimentary and partial representation of the time-
varying vocal tract shape is difficult to achieve by any means
other than fleshpoint tracking �i.e., XRMB data, but also
articulometer-type data �Perkell et al. 1992��. New tech-
niques in magnetic resonance imaging show promise for ob-
taining 3D time-dependent image sets �e.g., Takemoto et al.
2006�, but these are currently limited to short utterances that
must be repeated several hundred times. Finally, it must be
pointed out that reasonable success in separating the vowel
and consonant components of a VCV with the proposed
model does not prove that a speaker necessarily plans an
utterance by superimposing a constriction on a vowel transi-
tion. Rather, the results merely suggest it to be a possible
planning paradigm that, at this stage, may provide useful
information for more detailed modeling of the time-varying
vocal tract shape.

VII. CONCLUSION

The aim of this study was to develop a method by which
a VCV, represented as a time-dependent cross-distance func-
tion derived from XRMB articulatory data, could be sepa-
rated into a vowel-to-vowel sequence and a consonant super-
position function. The result is a model that represents a
vowel sequence as a time-dependent perturbation of the neu-
tral vocal tract shape governed by coefficients of the vocal
tract modes. Consonants are modeled as superposition func-
tions that can force specific portions of the tract shape to be
constricted or expanded, over a specific time course. Recon-
structions of three VCVs ��.pÄ�, �.tÄ�, and �.kÄ�� with the
developed model were shown to be reasonable approxima-
tions of the original VCVs, as assessed qualitatively by vi-
sual inspection and quantitatively by calculating rms error
and correlation coefficients. Although the method was devel-
oped and tested on a small data set from one female speaker,
it does establish a method for future modeling of other
speech material.
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The sensitivity of auditory-motor representations to subtle
changes in auditory feedback while singing

Dwayne Keough
Department of Psychology, Wilfrid Laurier University, Waterloo, Ontario N2L 3C5, Canada

Jeffery A. Jonesa�

Department of Psychology and Centre for Cognitive Neuroscience, Wilfrid Laurier University, Waterloo,
Ontario N2L 3C5, Canada

�Received 19 August 2008; revised 13 May 2009; accepted 13 May 2009�

Singing requires accurate control of the fundamental frequency �F0� of the voice. This study
examined trained singers’ and untrained singers’ �nonsingers’� sensitivity to subtle manipulations in
auditory feedback and the subsequent effect on the mapping between F0 feedback and vocal control.
Participants produced the consonant-vowel /ta/ while receiving auditory feedback that was shifted
up and down in frequency. Results showed that singers and nonsingers compensated to a similar
degree when presented with frequency-altered feedback �FAF�; however, singers’ F0 values were
consistently closer to the intended pitch target. Moreover, singers initiated their compensatory
responses when auditory feedback was shifted up or down 6 cents or more, compared to nonsingers
who began compensating when feedback was shifted up 26 cents and down 22 cents. Additionally,
examination of the first 50 ms of vocalization indicated that participants commenced subsequent
vocal utterances, during FAF, near the F0 value on previous shift trials. Interestingly, nonsingers
commenced F0 productions below the pitch target and increased their F0 until they matched the
note. Thus, singers and nonsingers rely on an internal model to regulate voice F0, but singers’
models appear to be more sensitive in response to subtle discrepancies in auditory feedback.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3158600�

PACS number�s�: 43.70.Mn, 43.70.Bk, 43.70.Gr �AL� Pages: 837–846

I. INTRODUCTION

The role of auditory feedback during vocalization has
been a topic of much scientific inquiry. Both speech and
singing are debatably the most complex motor actions hu-
mans are capable of producing. In order to produce a word,
or to sing a musical note, one must possess strict control over
respiratory muscles in addition to control over intrinsic and
extrinsic laryngeal muscles. This control is achieved by an
intricate network of cortical and brainstem areas dependent
upon auditory �Sapir et al., 1983; Larson et al., 2008� and
proprioceptive �Kirchner and Wyke, 1965; Wyke, 1974;
Yoshida et al., 1989� reflex mechanisms. However, nonre-
flexive systems that utilize auditory feedback also contribute
greatly to the development of speech in children �e.g., Oller
and Eilers, 1988�.

Postlingually, auditory feedback also appears to be
monitored and used during ongoing speech. For instance,
delaying auditory feedback results in disruptions in the qual-
ity of vocal productions �Yates, 1963�. Moreover, altering
auditory feedback typically elicits compensatory responses
in speakers’ ongoing vocal productions. Increases in masking
noise and decreases in side-tone amplitude �Bauer et al.,
2006; Lane and Tranel, 1971�, shifts in formant frequencies
�Houde and Jordan, 1998; Purcell and Munhall, 2006�, and
the fundamental frequency �F0� �Burnett et al., 1997; Elman,

1981; Jones and Munhall, 2000; Kawahara, 1998� all cause
vocal responses that oppose the respective manipulations.
The purpose of the present study is to further our understand-
ing of the role of auditory feedback for the control of F0.

Frequency-altered feedback �FAF� is one paradigm that
has been used to examine the importance of auditory feed-
back for the regulation of voice F0. In a typical FAF study,
participants receive auditory feedback regarding their pitch
that is higher or lower than their actual vocal productions.
Responses to upward or downward perturbations generally
result in decreases or increases in F0, respectively. Interest-
ingly, the majority of FAF studies �e.g., Burnett et al., 1997;
Burnett et al., 1998; Burnett and Larson, 2002; Elman, 1981;
Jones and Munhall, 2000, 2002, 2005; Natke et al., 2003;
Toyomura et al., 2007� had participants produce a relative
target, but not match a specific frequency, as one must do
while singing.

In those studies, most participants compensated for the
discrepancy detected between perception and production, al-
though not perfectly �e.g., Burnett et al., 1997; Donath et al.,
2002; Larson, 1998; Larson et al., 2000; Natke et al., 2003�.
On average, manipulations varying from �100 to 600 cents
had a response magnitude of approximately 50 cents �regard-
less of the direction of manipulation� but ranged from 15–65
cents �cent is a logarithmic unit used to measure small inter-
vals between different frequencies, where 100 cents is equal
to 1 semitone�. Liu and Larson �2007� observed complete
compensation for small perturbations �10 cents�, suggesting
that the role of the auditory-vocal system is to correct for

a�Author to whom correspondence should be addressed. Electronic mail:
jjones@wlu.ca
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small errors rather than larger F0 deviations. However, it is
worth noting that the response magnitudes obtained from
previous studies �e.g., Burnett et al., 1997; Donath et al.,
2002; Larson, 1998; Larson et al., 2000; Liu and Larson,
2007� were measured by the random presentation of auditory
perturbations, whereas the current study assessed sensorimo-
tor adaptation through the presentation of predictable
changes in voice F0.

Singing offers researchers a unique window into the
study of F0 control. Singing involves producing a succession
of musical sounds at a particular �absolute� frequency �e.g.,
440 Hz, A4�. Thus, singers must maintain accurate vocal
control over their F0 to hit the desired notes. Sundberg
�1987� �p. 177� reported that if the actual vocal production
deviates from the intended target, trained singers are able to
compensate and match the tone �A4, 440 Hz� with an accu-
racy of less than 1 Hz. However, few studies have directly
examined the role of auditory feedback while singing �Bur-
nett et al., 1997; Jones and Keough, 2008; Natke et al., 2003;
Zarate and Zatorre, 2005, 2008�. The results obtained during
singing studies that have used FAF �e.g., Burnett et al., 1997;
Natke et al., 2003� indicate that the compensation is compa-
rable to those achieved during speech production. The com-
pensatory responses observed in trials of altered feedback
indicate that voice production is regulated in a closed-loop
fashion �Fairbanks, 1954; Hain et al., 2000; Larson et al.,
2008; Lee, 1950�. However, laryngeal structures and vocal
fold stiffness are set in place prior to vocal onset �e.g., Watts
et al., 2003�, suggesting a role for open-loop motor planning.

In the case of singing, when learning to produce a target
note, stronger reliance on auditory feedback during the initial
acquisition stages may be required in order to establish sen-
sorimotor representations that will guide future vocal pro-
ductions. This idea is based on the premise that the feedback
one receives while learning to perform a specific task creates
an integrated sensorimotor representation that is directly re-
lated to the task �Proteau et al., 1987; Proteau et al., 1992�.
For instance, Finney and Palmer �2003� demonstrated that
the availability of auditory feedback while pianists learned a
piece of music significantly improved their ability to play the
piece from memory during later recall. However, when pia-
nists were asked to perform well-rehearsed musical se-
quences from memory, the removal of auditory feedback did
not affect musical performance �Finney and Palmer, 2003�.

Thus, over time, it is hypothesized that an internal rep-
resentation is formed or “internal model” that stores the re-
lationships between the motor commands, environment, and
sensory feedback for their production �Proteau et al., 1987;
Proteau et al., 1992�. As a result, pianists may be capable of
performing a well-rehearsed piece from memory without au-
ditory feedback because they are relying on internal motor
commands that correspond to the musical composition. The
same reliance on an internal motor plan may also exist for
singing a well-rehearsed piece. For instance, it is possible
that vocal productions are initiated based on an increased
reliance on the motor plan established for vocalization.

Jones and Keough �2008� investigated whether trained
singers, given their extensive training, rely more on a well-
established internal representation than nonsingers while

singing. Indeed, identifying differences in F0 control while
participants receive subtle manipulations in auditory feed-
back should elucidate the sensitivity of the underlying
mechanisms regulating F0 control. Jones and Keough �2008�
found that nonsingers initially compensated to a greater de-
gree than singers when exposed to FAF ��100 cents�. How-
ever, after this brief exposure to FAF, singers’ F0 values were
higher than their base line F0 values when they heard their
feedback returned to normal. In contrast, no differences were
found between the F0 values during the base line and test
trials for nonsingers. These effects persisted when singers
were required to produce a note other than the one they sang
during the altered feedback trials. The results imply that
singers rely more on an internal model to regulate their F0
productions during singing than nonsingers.

The present study was designed to investigate the sensi-
tivity of singers’ and nonsingers’ internal representations to
subthreshold �2 cent increments� manipulations in auditory
feedback. The data obtained by Jones and Keough �2008�
suggested that trained singers compensated less for larger
discrepancies between perception and production than non-
singers and instead relied more on their internal models.
Nonsingers compensated immediately after exposure to al-
tered feedback of 100 cents, whereas singers required several
trials to modify their F0 �Jones and Keough, 2008�. More-
over, Zarate and Zatorre �2005, 2008� found that singers
were able to successfully ignore the altered auditory feed-
back �by presumably relying on an internal model� they re-
ceived and to continue to produce the targets at the desired
frequency when instructed to do so. Conversely, nonsingers’
vocal productions suggested that they were unable to ignore
the altered feedback and as a result adjusted their F0 to com-
pensate for the manipulation �Zarate and Zatorre, 2005,
2008�.

Jones and Keough �2008� found that singers initially re-
sponded less to large �100 cent� shifts in auditory feedback
than nonsingers, who exhibited near perfect levels of com-
pensation almost immediately. However, it remains unknown
whether similar F0 values for singers and nonsingers would
be obtained using small manipulations in auditory feedback
�i.e., 2 cent increments up to 1 semitone, 100 cents�. Given
the paucity of data, the authors hypothesized that singers and
nonsingers would compensate to a similar degree to the al-
tered feedback. However, they expected that singers, due to
their extensive training and experience, would compensate
for the discrepancy in perception and production more effi-
ciently than nonsingers. That is, the mechanisms that regu-
late F0 control in singers would be more sensitive to subtle
changes in FAF. As a result, singers will reproduce the target
notes more accurately than nonsingers while receiving FAF.

Of particular interest was determining when singers’ and
nonsingers’ compensatory responses to small manipulations
in auditory feedback would occur. Determining when both
groups initiate compensatory responses may also provide an
index of how sensitive the underlying mechanisms of the
internal representations are to perturbations. Recently, the
just-noticeable difference of a single fundamental frequency
�120 Hz� to natural sound stimuli �e.g., lowest tone on a
violin pitch shifted to 120 Hz; German vowels /i:/ and /a:/

838 J. Acoust. Soc. Am., Vol. 126, No. 2, August 2009 D. Keough and J. A. Jones: Sensitivity of voice fundamental frequency control



and Italian vowels /i/ and /a/� was shown to be between 4
and 98 cents �Pape and Mooshammer, 2006�. Furthermore,
Loui et al. �2008� found that participants without speech or
hearing disorders, and with no formal music training, had a
perceptual and production threshold �approximately 2.0 and
2.5 Hz, respectively� that was significantly better than the
threshold for amusical �“tone-deaf”� participants �approxi-
mately 36.2 and 12.3 Hz, respectively�. The authors hypoth-
esized that singers would adapt to altered feedback earlier
than nonsingers due to their extensive vocal experience
achieving pitch targets.

Previous studies using the FAF paradigm have found
evidence for sensorimotor adaptation by measuring the mean
F0 after feedback was returned to normal �Jones and Mun-
hall, 2000, 2002, 2005; Jones and Keough, 2008�. These af-
tereffects can be observed following exposure to a single
trial of FAF �Natke et al., 2003� in nonsingers. To track
sensitivity to FAF in this experiment, the authors assessed
sensorimotor adaptation by measuring F0 at vocal onset
while exposing participants to predictable changes in audi-
tory feedback �increases or decreases in frequency by 2 cents
on each successive trial�. Using this measure, aftereffects
will be evident when voice F0 values start at or near F0
values observed at the end of the previous utterance.

If internal models are continuously updated, then vocal-
ization onset should progressively become lower and higher
when participants receive FAF that is either increasing or
decreasing, respectively. Thus, when participants receive un-
altered auditory feedback at the end of the experiment, adap-
tation will be demonstrated if their F0 values begin near their
F0 values from the final FAF trial. As a result, if singers rely
more on an internal representation to control voice F0, then
aftereffects should be more pronounced in singers than in
nonsingers. Moreover, adaptation effects should generalize to
a greater degree in singers than in nonsingers when asked to
produce a different note �A4 and F4� with unaltered feedback
following FAF trials.

II. METHODS

A. Participants

Twenty Wilfrid Laurier University students �all women�
whose native tongue was North American English partici-
pated. Although there is no evidence to suggest that a gender
difference exists in response to FAF, men were excluded so
that all participants could adequately sing the same target
notes. Of the 20 participants, 10 were trained singers �mean
musical training was approximately 12 years� recruited from
the faculty of music �vocal majors� at Wilfrid Laurier Uni-
versity. None of the trained singers reported having “perfect”
pitch. The remaining ten participants were considered to be
nonsingers, as none possessed any form of vocal training or
ongoing participation in formal singing. All participants
passed a bilateral hearing test at 20 dB for frequencies at
250, 500, 1000, 2000, 4000, and 8000 Hz and received fi-
nancial compensation for their time and gave informed con-
sent. The Wilfrid Laurier University Research Ethics Com-
mittee approved the procedures.

B. Apparatus

1. Participant recording sessions

Participants were situated in a double-walled sound at-
tenuated booth �Industrial Acoustic Co., model 1601-01� and
were fitted with headphones �Sennheiser HD 280 Pro� and a
condenser microphone �Countryman Isomax E6 Omnidirec-
tional Microphone�, which was approximately 3 cm from
their mouth. Multitalker babble noise �20 speakers simulta-
neously reading different passages; Auditec, St. Louis, MO�
was presented at 80 dB SPL �sound pressure level� to limit
natural acoustic feedback. Multitalker babble is the sound of
20 young adults simultaneously reading different passages,
which is unintelligible to the listener. The target notes con-
sisted of a female voice singing the consonant-vowel /ta/ that
was presented at either 349, 392, or 440 Hz, respectively.
Microphone signals were sent to a signal processor
�VoiceOne 2.0, TC Helicon� that manipulated auditory feed-
back. The altered feedback was then mixed �Mackie ONYX
1640� with the multitalker babble and subsequently sent to
the participant. Vocal productions were digitized at 44.1 kHz
for future analysis.

2. Target stimuli recording

The stimuli used were the same as in Jones and Keough
�2008�. A trained singer produced the respective targets, F4,
G4, and A4, which were processed using the speech modifi-
cation algorithm STRAIGHT �speech transformation and
representation using the adaptive interpolation of weighted
spectrum; Kawahara et al., 1999� to ensure that each target
was exactly 349, 392 or 440 Hz.

C. Procedure

Participants matched a musical target over 210 trials,
which were divided into three blocks of 70 trials. Each block
consisted of 10 base line �only the last five trials were sub-
jected to statistical analysis�, 50 shift, and 10 test trials. Dur-
ing one block, participants reproduced the musical target G4
on all trials. Thus, participants received unaltered auditory
feedback during the ten base line trials, followed by 50 FAF
trials �2 cent increments to 100 cents, 1 semitone�, and then
ten more unaltered feedback trials. In two other blocks, par-
ticipants reproduced either F4 or A4 for the ten base line and
ten test trials while singing G4 during the FAF trials. Thus,
participants only sang G4 during FAF trials. The other target
notes, A4 and F4, were used to test whether participants ex-
hibited sensorimotor adaptation when emulating notes that
were never manipulated. Thus, the three block participants
experienced were AGA, FGF, and GGG, where the first letter
denotes the base line target �trials 1–10�, the middle letter
denotes the shifted target �trials 11–60�, and the final letter
denotes the test value �trials 61–70�. The three blocks of
trials were counterbalanced across participants.

On the first day of testing, participants produced the tar-
get on the three blocks �AGA, FGF, and GGG� of 70 trials
and received auditory feedback that was shifted either up-
ward or downward in 2 cent increments up to 100 or �100
cents, respectively, during the shift trials. Note that auditory
feedback was shifted from the beginning of each utterance
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until the end of their vocal productions. On a subsequent day,
participants produced the remaining three blocks of 70 trials
while receiving altered feedback that was shifted in the op-
posite direction. Thus, participants were required to produce
the target for a total of six blocks of 70 trials that were
counterbalanced over two days. Although aftereffects per-
sisted for the duration of test trials in a previous study �Jones
and Keough, 2008�, there is no evidence in the literature to
suggest that aftereffects continue to occur when tested on
subsequent days. Individual trials commenced with the pre-
sentation of multitalker babble for 1000 ms followed by the
target stimulus, which lasted 2000 ms in duration. Lastly, the
multitalker babble was presented again for 4000 ms.

The babble was presented prior to the target to inform
participants that the target note would be forthcoming. Dur-
ing the second presentation of the babble, participants were
instructed to sing the target note as accurately as possible in
pitch and duration �hold their pitch constant for approxi-
mately 2000 ms�. Trials were initiated and controlled by a
computer, and participants’ vocal productions were recorded
on a Macintosh G5 computer �TRACKTION v1, Woodinville,
WA�. F0 values for each vocal production were calculated,
during offline analyses, using an autocorrelation algorithm
included in the PRAAT program �Boersma, 2001�. F0 values
were normalized to each target note �F4, G4, or A4� by cal-
culating the appropriate cent values using the following for-
mula:

Cents = 100�12 log2 F/B�

where F is the F0 value in hertz and B is frequency of the
target pitch participants were instructed to sing �349, 392, or
440 Hz�.

The mean F0 values for singers and nonsingers during
FAF trials �11–60� were calculated for each condition �AGA,
GGG, and FGF� and are displayed in Figs. 1�a� and 1�b�
�gray lines�, respectively. Data for one nonsinger were re-
moved from the statistical analyses as she exhibited poor F0
control during testing �mean F0 was 346 and 244 cents for
the shifted up and down conditions, respectively�. Only the
first 1500 ms for each vocal production was analyzed be-
cause previous research has found that compensatory re-
sponses to FAF occur between 130 and 500 ms after pertur-
bation onset �Burnett et al., 1997; Burnett et al., 1998; Jones
and Munhall, 2002�. The F0 values from the pitch shift up
and down AGA, FGF, and GGG blocks were analyzed to-
gether and were broken into five different blocks of trials
within each condition: shift trials �11–20, 21–30, 31–40, 41–
50, and 51–60�. Furthermore, the first five trials and the last
five trials of each block were averaged and divided into early
and late phases, respectively. Thus, a multivariate analysis of
variance �MANOVA� was carried out on the mean F0 values
with 2�experience:singer and nonsinger��2�pitch shift:up
and down��5�block��2�phase: early and late� as factors.
Newman–Keuls’ test was used for post hoc tests with an
alpha level of 0.05 used for all statistical tests.

Also, the authors wanted to determine when singers’ and
nonsingers’ mean F0 values during altered feedback trials
were significantly different from base line F0 values. This
test would indicate when compensation occurred in the

subtle manipulations in feedback. Furthermore, the authors
examined the first test trial immediately after participants
received altered feedback to determine if sensorimotor adap-
tation, in the form of aftereffects, occurred. In order to assess
compensatory responses and aftereffects, multiple t-tests
were performed on the mean F0 value for the last five base
line trials compared with the mean F0 values on altered feed-
back trials and the first test trial during shifted up and down
conditions.

Additionally, the median F0 value for the first 50 ms
�see Figs. 1�a� and 1�b�, black lines� of each utterance during
the AGA, FGF, and GGG conditions was calculated for both
singers and nonsingers across shifted trials. Determining
whether differences occur between the initial 50 ms of initial
shift trials and the later shifted trials indicated whether sen-
sorimotor adaptation occurred during successive FAF trials.
Furthermore, these median values were subtracted from the
mean F0 over the entire utterance to determine the difference
between where participants initiated vocal pitch and where
they maintained their F0 values while singing. This test iden-
tified whether singers’ and nonsingers’ F0 productions were
initiated at the desired target frequency or whether they per-
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FIG. 1. �a� Singers’ and �b� nonsingers’ mean F0 �gray symbols� over a
whole utterance and median F0 �black symbols� for the first 50 ms after
vocal onset during FAF trials �11–60� for each condition �AGA, GGG, and
FGF�. Each data point represents the mean compensatory response to each
incremental manipulation �three trials per shift value� averaged in blocks of
10 cent shifts during both upward and downward manipulations. Partici-
pants were required to match the musical target note G4 �392 Hz�. The
circles depict utterances that participants heard shifted downward; the
squares depict utterances that participants heard shifted upward.
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formed a searching strategy, increasing or decreasing their
F0 to match the target. The median values for the first 50 ms
and the median less the mean values were then categorized
into five blocks of trials and further divided into two phases,
in the same fashion as the mean F0 values. Thus, two sepa-
rate MANOVAs were performed on each of the aforemen-
tioned values �median and median minus mean� during the
shifted up and down AGA, FGF, and GGG conditions with
2�experience:singer and nonsinger��2�pitch shift:up and
down��5�block��2�phase:early and late� as factors.

Finally, in order to elucidate when or if sensorimotor
adaptation commences during FAF trials and whether after-
effects persist during test trials, multiple t-tests �Bonferroni
corrected� were conducted on the median F0 values for the
first 50 ms during both the shifted up and down conditions.
The average of the median F0 values for the last five base
line trials was compared with the median F0 values of all
shift trials and the first test trial following exposure to FAF.

III. RESULTS

The MANOVA carried out on the mean F0 values with
2�experience:singer and nonsinger��2�pitch shift:up and
down��5�block��2�phase:early and late� as factors revealed
a main effect of experience and pitch shift, F�1,55�
=12.59, p�0.05 and F�1,55�=634.73, p�0.05, respec-
tively. Nonsingers’ mean F0 values during FAF trials were
found to be significantly lower than the pitch target �392 Hz,
G4� compared to the mean F0 values of singers �see Figs.
1�a� and 1�b��. Also, the mean F0 values during the pitch
shift up condition were found to be lower than the F0 values
during the pitch shift down condition. A significant two-way
interaction was found between pitch shift and block,
F�4,220�=423.40, p�0.05. Post hoc analysis revealed that
the first block �trials 11–20� of mean F0 values during the
pitch shift up condition and the pitch shift down condition
was significantly different �progressively lower and higher
during pitch shift up and down conditions, respectively� from
all other blocks of pitch shift F0 values obtained during FAF
trials �21–60� �p�0.05� �see Figs. 1�a� and 1�b��. Note that
each data point in Fig. 1 represents the mean compensatory
response to each incremental manipulation �three trials per
shift value; one from each of AGA, GGG, and FGF condi-
tions� averaged in blocks of 10 cent shifts during both up-
ward and downward manipulations. This pattern demon-
strates that participants were compensating more during later
trials to increasing and decreasing shifts in auditory feed-
back. Interestingly, this suggests that both singers and nons-
ingers initiate compensatory responses quite early to subtle
changes in auditory feedback. Furthermore, the mean F0 val-
ues obtained for each pitch shift block during the shift up
condition were significantly lower than the mean F0 values
for each block in the shift down condition �p�0.05�.

A two-way interaction between pitch shift and phase
was also found to be significant, F�1,55�=121.05, p�0.05.
Post hoc analysis indicated that the mean F0 values during
the first phase of the shift up condition and the shift down
condition were significantly different from the mean F0 val-
ues during the second phase of the shift up and down condi-

tions, respectively �p�0.05�. This implies that as pitch shifts
progressively increased or decreased on FAF trials partici-
pants correspondingly adjusted their F0 to continue to pro-
duce the target notes accurately, and given that the late phase
shift trials were larger than early phase shift trials it is not
surprising that the mean F0 values were found to differ, on
average, between the two phases. Also, the F0 values during
the first and second phases of the shift up condition differed
significantly from the F0 values of the first and second
phases of the shift down condition �p�0.05�. No other sig-
nificant main effects or interactions were observed.

Multiple t-tests �uncorrected� were carried out on the
mean F0 during the shifted up and down conditions for sing-
ers and nonsingers. When three consecutive significant dif-
ferences were found during the shifted trials, the first signifi-
cant response from base line was used to indicate the initial
compensatory response. During the shift up trials, when the
mean of the last five base line trials was compared with the
mean of the shift trials it was found that singers initiated
compensatory responses on the third �6 cents� shift trial,
t�60�=−2.89, p�0.05. The same initial response was also
observed during the shift down condition, t�60�=2.67, p
�0.05. Moreover, singers’ F0 values on shift up and down
trials remained significantly different from their base line F0
values. Thus, singers’ F0 values on shifted trials were signifi-
cantly different from the average of the last five base line
trials on 48 of 50 trials during both shift up and down con-
ditions.

On the other hand, during the shift up condition, nons-
ingers were found to initiate compensatory responses on shift
trial 13 �26 cents�, t�60�=−3.68, p�0.05, with the remaining
F0 values remaining significantly different from the base line
F0 values. The only difference between the shift up and
down conditions for nonsingers was that they initiated com-
pensatory responses two trials earlier during the down con-
dition, at shift trial 11 �22 cents�, t�60�=3.12, p�0.05. Thus,
nonsingers’ F0 values were different from base line on 38/50
and 40/50 during the shift up and down conditions, respec-
tively.

The authors were also interested in determining whether
compensating for FAF would result in aftereffects �for the
GGG condition� when auditory feedback was returned to
normal and whether these aftereffects would generalize �for
the AGA and FGF conditions� to a note other than the one
participants received during testing. Thus, t-tests were car-
ried out on the average of the mean F0 values of the last five
base line trials for the AGA, FGF, and GGG conditions and
the first test trial �when auditory feedback was returned to
normal following FAF trials� of each respective condition
�see Figs. 2�a� and 2�b��. Nonsingers’ average base line F0
values for the GGG trials were significantly different from
the F0 values for the initial test trial for both shift down and
up conditions, t�8�=−2.90, p�0.05 and t�8�=2.30, p�0.05,
respectively. Moreover, singers’ base line mean F0 values for
both shift down and up conditions were also significantly
different from their initial mean F0 values during testing,
t�9�=−5.39, p�0.05 and t�9�=4.49, p�0.05, respectively.
Thus, both singers and nonsingers exhibited aftereffects fol-
lowing FAF trials. That is, their mean F0 values were above
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and below the target F0 when auditory feedback was re-
turned to normal following exposure to upward and down-
ward FAFs.

When participants sang a different note following FAF
trials �either F4 or A4�, nonsingers’ mean F0 values were
significantly different from their average base line F0 values
for the shifted up AGA condition, t�8�=2.58, p�0.05. On
the other hand, singers’ mean base line F0 values were sig-
nificantly different from their mean test F0 values for both
the AGA and FGF shifted down conditions, t�9�=−2.35, p
�0.05 and −3.72, p�0.05, respectively, and the AGA
shifted up condition, t�9�=5.51, p�0.05. Overall, both
groups exhibited aftereffects that generalized to at least one
note other than the one produced during FAF trials. How-
ever, when the alpha level was corrected �Bonferroni� for
multiple t-tests, nonsingers’ mean F0 base line values failed
to remain statistically significant when compared to the ini-
tial test trial for all conditions. Singers’ aftereffects during
GGG trials remained significantly different during both
shifted down and up conditions, but the only generalization
effect to remain significant were the differences in F0 values
obtained during the shifted up AGA base line and test con-
ditions.

A MANOVA was performed on the median 50 ms F0
values �the median F0 value within the first 50 ms after vocal
onset� during the shifted up and down AGA, FGF, and GGG
conditions with 2�experience:singer and nonsinger�
�2�pitch shift :up and down��5�block�
�2�phase:early and late� as factors. The data obtained dur-
ing testing revealed a significant main effect of experience
and pitch shift condition, F�1,55�=15.11, p�0.05 and
F�1,55�=57.72, p�0.05, respectively. Nonsingers’ median
F0 values were determined to be significantly lower than
singers’ median F0 values. The median F0 values during the
shift down condition were found to be significantly higher
than the median F0 values obtained during the shift up con-
dition. A two-way interaction between pitch shift and block
was significant, F�4,220�=45.58, p�0.05. Post hoc testing
indicated that the median F0 values during the first block of
shift trials on the shift up condition were significantly higher
than all remaining shift blocks �p�0.05�. Moreover, the me-
dian F0 values during the first block of shift trials during the
shift down condition were significantly lower than shift
blocks 3, 4, and 5 �p�0.05�. Also, the median F0 values for
all shift up blocks were significantly lower than the median
F0 values for all shift down blocks �p�0.05�.

Additionally, there was a significant interaction between
pitch shift and phase, F�1,55�=7.39, p�0.05. Post hoc test-
ing revealed that there were no differences between the early
and late phases of the shift up and down conditions, respec-
tively �p�0.05�. However, the median F0 values of the early
and late phases of the shift down condition were significantly
higher than the median F0 values of both the early and late
phases of the shift up condition �p�0.05�. Finally, there was
a significant three-way interaction between experience, pitch
shift, and block, F�4,220�=3.01, p�0.05. Post hoc analysis
revealed that nonsingers’ first block of median F0 values
during the initial block of the shift down condition was sig-
nificantly lower than the median F0 values during blocks 3,
4, and 5 �p�0.05�. Also, during the shift up condition, non-
singers’ median F0 values during the initial shift block were
significantly higher than the median F0 values on blocks 3,
4, and 5 �p�0.05�. Singers’ initial shift block median F0
values for both the shift down and up conditions were sig-
nificantly higher and lower, respectively, than the median F0
values on shift blocks 3, 4, and 5 �p�0.05�. Moreover, sing-
ers’ median F0 values on shift down trials were significantly
higher than all nonsingers’ median F0 values on shift down
trials �p�0.05�. Singers’ median F0 values on shift up trials
were also found to be significantly higher than all nonsing-
ers’ median F0 values on shift up trials �p�0.05�. No other
significant main effects or interactions were observed.

Multiple t-tests �uncorrected� were also performed on
the median values of the first 50 ms of each utterance. Simi-
lar to the multiple t-tests reported previously, three consecu-
tive significant differences were required prior to establish-
ing when adaptation occurred. The last five base line median
F0 values were averaged to establish a base line for compari-
son. This value was then compared to all shifted and test
trials. During the shifted up condition, singers’ median F0
values were found to be different from base line at shift trial
17 �34 cents�, t�60�=−2.59, p�0.05. In total, singers’ me-
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FIG. 2. The mean F0 of utterances produced by �a� singers and �b� nons-
ingers, averaged over the last five base line trials �prior to receiving FAF�,
and the mean F0 for the first test trial utterance following FAF. The triangles
represent F0 values for the target note F4 �349 Hz�, the squares represent F0
values for the target note G4 �392 Hz�, and the circles represent F0 values
for the target note A4 �440 Hz�. Gray symbols represent F0 values obtained
during the upward shift condition, and the black symbols represent F0 val-
ues obtained during the downward shift condition.
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dian F0 values were different from base line on 33/50 shifted
up trials. During the shifted down condition, singers exhib-
ited adaptation responses at shift trial 13 �26 cents�, t�60�
=3.94, p�0.05. During the shifted down condition, singers’
median F0 values were different than base line on 35/50
trials. Interestingly, nonsingers’ median F0 values failed to
significantly differ on three consecutive occasions during the
shifted up or down conditions. However, nonsingers’ median
F0 values did differ on two consecutive trials during both the
shifted up and down conditions �but only once during each�.
Nonsingers’ median F0 values differed at shift trial 38 �76
cents� and 39 �78 cents�, t�60�=−2.73 and 2.65, p�0.05,
during shifted up and down conditions, respectively. Further-
more, nonsingers’ median F0 values only varied from base
line on 12/50 and 4/50 during the shifted up and down con-
ditions, respectively.

Lastly, a MANOVA was performed on the median �50
ms F0� minus the mean �1500 ms� F0 values obtained during
the shifted up and down AGA, FGF, and GGG conditions
with 2�experience:singer and nonsinger��2�pitchshift:up and
down��5�block��2�phase:early and late� as factors. When
the median F0 values for the first 50 ms of the shifted down
and up conditions were subtracted from the mean F0 values
for each respective condition, results indicated that there was
a significant main effect of experience, F�1,55�=12.52, p
�0.05. Nonsingers’ F0 values were found to be significantly
lower than the F0 values for singers. A main effect of pitch
shift was also found to be significant, F�1,55�=6.90, p
�0.05. F0 values during the pitch shift down condition were
found to be significantly higher than the F0 values during the
pitch shift up condition. Results identified a significant two-
way interaction between pitch shift and block, F�4,220�
=6.86, p�0.05. Post hoc testing indicated that the only dif-
ference during the pitch shift down condition was that the
initial block of F0 values was significantly lower than the
last block of shift trials �p�0.05�. Moreover, the initial shift
block F0 values during the shift down condition were signifi-
cantly different from the F0 values of shift blocks 4 and 5 of
the shift up condition �p�0.05�. The initial block of shift
trials during the shift up condition was determined to be
significantly higher than shift blocks 4 and 5 �p�0.05�, as
well as the last block of trials during the shift down condition
�p�0.05�.

Finally, there was a significant three-way interaction be-
tween experience, pitch shift, and block, F�4,220�=2.72, p
�0.05. Post hoc testing revealed that nonsingers’ first block
of F0 values during the shift down condition was signifi-
cantly lower than the F0 values during the last block of shift
trials �p�0.05�. Nonsingers’ F0 values during the initial
block of shift up trials were significantly higher than the F0
values of blocks 4 and 5 �p�0.05�. Singers’ F0 values dur-
ing the initial block of shift down trials were not significantly
different from any other block of shift down trials �p
�0.05�. The F0 values of the initial block of shift up trials
were also not different from any other block of shift up trials
�p�0.05�. Furthermore, nonsingers’ F0 values during the
shift up and down conditions were all significantly lower
than singers’ F0 values �p�0.05�. No other significant main
effects or interactions were observed.

IV. DISCUSSION

The purpose of this study was to investigate the sensi-
tivity of the mechanisms that modify internal representations
in singers and nonsingers when presented with subtle
changes in auditory feedback while singing. In accord with
our predictions, singers and nonsingers use auditory feed-
back to compensate for subtle manipulations in auditory
feedback while singing. That is, both singers and nonsingers
compensated for the altered feedback by increasing or de-
creasing their F0 to downward and upward shifts in feed-
back. The main difference between the groups was that sing-
ers are immediately and consistently more accurate when
they match the target notes. Nonsingers’ F0 values were con-
sistently lower than the pitch target, regardless of the direc-
tion of the manipulation. An important observation was that
singers initiated compensatory responses to altered feedback
on the third shift �6 cents� trial during both upward and
downward altered conditions. On the other hand, nonsingers
initiated compensatory responding at shift trials 13 �26 cents�
and 11 �22 cents� during upward and downward manipula-
tions, respectively.

Furthermore, the authors examined the first 50 ms of
each vocal production in order to determine how participants
initiate F0 responses while singing. If participants adapt to
the altered feedback by altering an internal representation
that regulates their initial F0 production, their initial F0 pro-
duction should be close to the F0 values produced while
compensating during the previous trial. Results showed that
singers, and to a lesser degree nonsingers, compensated for
gradual FAF manipulations by starting subsequent utterances
at similar F0 values obtained on the previous FAF trial. Thus,
singers were continually updating their internal model to ac-
count for the consistently increasing or decreasing changes
in F0 so they could initiate voice F0 at the desired target
frequency. On the other hand, nonsingers appeared to search
for the target note by starting below the auditory target of 0
cents and by increasing their F0 until they matched the note.
Moreover, multiple t-tests failed to provide evidence to sug-
gest that sensorimotor adaptation occurred in nonsingers dur-
ing the altered feedback conditions. In the case of singers,
multiple t-tests on the median 50 ms F0 data revealed that
sensorimotor adaptation occurred at 34 and 26 cents during
shifted up and down conditions, respectively.

Previous research using the FAF paradigm has typically
examined vowel phonation �Burnett et al., 1997; Burnett et
al., 1998; Burnett and Larson, 2002; Elman, 1981; Jones and
Munhall, 2000, 2002, 2005; Natke et al., 2003; Toyomura
et al., 2007�, with an emphasis on compensatory responding.
Not surprisingly, the results are consistent with the data col-
lected on singing �Burnett et al., 1997; Jones and Keough,
2008; Natke et al., 2003, Zarate and Zatorre, 2005, 2008� in
that participants compensate for manipulations in auditory
feedback by increasing or decreasing their F0 in the opposite
direction of the perturbation. The data obtained from the cur-
rent experiment are in accord with this observation, as both
singers and nonsingers altered their F0 to similar degrees
while receiving altered feedback.
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It has been argued that the aftereffects observed after
exposure to FAF are a result of modifying an acoustic-motor
representation �Jones and Munhall, 2000, 2002; Jones and
Keough, 2008; Natke et al., 2003�. However, sensorimotor
adaptation has not been extensively examined in singers.
When Jones and Keough �2008� returned trained singers’
auditory feedback to normal, following FAF trials, their F0
values never returned to base line levels. Thus, it appears that
brief exposure to altered feedback resulted in a remapping of
an internal model �Jones and Keough, 2008�. In the current
study, the authors also found a global remapping to subtle
changes in auditory feedback. Uncorrected multiple t-tests
revealed that aftereffects existed for both singers and nons-
ingers. That is, when auditory feedback was suddenly re-
turned to normal, following exposure to FAF, singers’ and
nonsingers’ mean test trial F0 values were significantly
higher and lower �following shifted down and up feedback,
respectively� than base line.

These aftereffects also generalized to a note other than
the one they produced during FAF trials. For instance, sing-
ers’ mean F0 values for the target note A4 during shift up and
down conditions and F4 following shift down trials were
significantly different from the average of the last five base
line trials. Nonsingers’ test F0 values were only different
from base line for the target note A4 during the shift up
feedback condition. Thus, participants modified an internal
representation that regulates F0 control. As a consequence,
the pattern of responding observed in the current study is
similar to the pattern of responding that has been found in
previous FAF studies �Jones and Munhall, 2000, 2002; Jones
and Keough, 2008�. However, when the alpha level was cor-
rected for the multiple t-tests, only the aftereffects observed
for singers and the generalization for the target note A4 dur-
ing the shifted up condition remained significant.

Previous studies have identified aftereffects following
FAF but have only examined adaptation after a period of
training at the end of an experiment �Jones and Munhall,
2000, 2002; Jones and Keough, 2008�. For this study, the
authors tracked F0 values early in each utterance during the
training period to determine whether singers and nonsingers
continuously adjust their internal motor representation for F0
control in response to changes in feedback. Singers were
found to match the target, on average, more accurately than
nonsingers. That is, they initiated their vocal productions
near the F0 frequencies that were required to compensate for
the FAF experienced in previous trials. This sensorimotor
adaptation in singers occurred when the discrepancy between
expected F0 output and auditory feedback was approxi-
mately 30 cents. Thus, subtle discrepancies in feedback can
be accounted for by the mechanisms that support singers’
internal model for vocal control. On the other hand, nonsing-
ers consistently started their productions below the target.
Their F0 values began consistently below the pitch target and
were adjusted �upward� until they reached the note, as best as
they could. This difference between singers and nonsingers is
consistent with the data obtained in Jones and Keough
�2008�.

One difference found in previous work investigating
sustained vowel phonation and singing using FAF was the

level of compensation observed. Typically, it has been re-
ported that compensatory responses do not exceed 65 cents
for shifts up to 600 cents. However, the bulk of previous
research has focused on sustained vowel production while
receiving random pitch perturbations �e.g., Burnett et al.,
1997; Donath et al., 2002; Larson, 1998; Larson et al., 2000;
Liu and Larson, 2007�. Jones and Keough �2008� reported
that nonsingers fully compensated �100 cents� for highly pre-
dictable shifts in FAF almost immediately, and although
singers initially showed partial compensation �approximately
65 cents� they eventually altered their F0 values to accom-
modate for the altered feedback. Data from the current study
revealed that singers and nonsingers exhibited near perfect
levels of compensation during predictable shifted up and
down conditions. Thus, it appears that auditory feedback
may be used in a task-dependent manner such that when
achieving a particular pitch target is important, as in singing,
auditory feedback guides production.

Although singers and nonsingers eventually compen-
sated for the FAF to the same degree, the point at which each
group altered their productions based on the auditory feed-
back differed. Singers began compensating when they detect
feedback errors as large as 6 cents �1.36 Hz� during both the
shift up and down conditions. This value is consistent with
Sundberg’s �1987� finding that trained singers can correct for
production errors with an accuracy of less than 1 Hz from an
intended pitch target �A4, 440 Hz�. On the other hand, non-
singers initiated compensatory responses at approximately
24 cents �5.47 Hz�. Data from both groups fall within the
just-noticeable difference range found by Pape and
Mooshammer �2006� of F0 contours for natural stimuli.
Moreover, nonsingers’ values are also very similar to the
average threshold reported by Hafke �2008�, who found that
pitch shift changes were not reliably identified when they
were below 26 cents. However, Loui et al. �2008� found that
control participants’ psychophysical thresholds of perception
and production were around 2.0 and 2.5 Hz, respectively.
Although the authors never examined the perceptual aspect
directly, the data they obtained for singers and nonsingers are
relatively consistent with the production threshold findings
of Loui et al. �2008�.

Based on the current findings, the authors believe that
singers, due to their extensive training and experience, are
more capable of compensating for subtle manipulations of
auditory feedback earlier than nonsingers. Moreover, singers
more readily alter their internal representations to prevent the
occurrence of these errors in subsequent utterances. On the
other hand, when singers detect large incongruities between
perception and production they rely more on their internal
model to produce the target �Jones and Keough, 2008�. Sing-
ers may have developed different internal models during vo-
cal training that provides them with a greater capacity and
flexibility to control voice F0 during different task demands.
The F0 control system may deem certain feedback discrep-
ancies to be too large to be internally generated. Zarate and
Zatorre �2005, 2008� found similar results when singers and
nonsingers were exposed to FAF. Zarate and Zatorre �2005,
2008� asked participants to ignore the feedback and continu-
ally reproduce the target as accurately as possible. The pat-
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tern of behavioral results suggests that singers could success-
fully ignore their altered �200 cents� feedback and continue
to produce the target notes accurately. Interestingly, nonsing-
ers were unable to ignore the feedback as their F0 responses
indicated partial compensation. These findings suggest that
singers’ internal models are flexible in nature; the models can
be adjusted to compensate for perturbations as small as 6
cents �1.36 Hz� when instructed to match the target note, or
the models can be adjusted to ignore pitch errors �e.g., 200
cents� when instructed to do so by relying on the existing
motor representation �Zarate and Zatorre, 2008�.

Given that behavioral differences exist between singers
and nonsingers during FAF, differences in neural activity be-
tween the two groups may be expected. Zarate and Zatorre
�2005, 2008� found that despite differences in vocal produc-
tion accuracy during normal feedback conditions, both sing-
ers and nonsingers exhibited similar functional networks for
singing. These areas included the bilateral auditory cortices,
bilateral primary motor cortices, the supplementary motor
area �SMA�, the anterior cingulate cortex �ACC�, thalamus,
insula, and cerebellum. These results are consistent with a
previous study carried out in the Zatorre laboratory �Perry
et al., 1999� and by Toyomura et al. �2007�. However, when
exposed to FAF and asked to ignore the FAF, singers showed
enhanced activation in the inferior parietal lobule �IPL�, su-
perior temporal gyrus �STG�, superior temporal sulcus
�STS�, and right insula �Zarate and Zatorre, 2005�. On the
other hand, enhanced activation in the ACC, STS, insula,
putamen, pre-SMA, and IPL was observed in singers when
they were directly asked to compensate for the FAF �Zarate
and Zatorre, 2005�. The authors conclude that the additional
activation of the STG and the STS in singers during FAF
conditions is suggestive of an increased perceptual analysis
of the incoming signal �Zarate and Zatorre, 2005�. In addi-
tion, the authors point out that an increased activation in the
putamen of singers during both ignore and compensate con-
ditions suggests that singers are relying on well-defined in-
ternal representations to sing the targets while receiving FAF
�Zarate and Zatorre, 2008�. Indeed, it may be the case that
singers rely on more than one internal model to regulate
voice F0.

V. Conclusion

Overall, results showed that singers and nonsingers
compensated for FAF to a similar degree. On the other hand,
singers were more accurate in their pitch productions, as
their F0 values were consistently closer to the intended pitch
target. Singers compensated for FAF when auditory feedback
was manipulated up or down by 6 cents, whereas nonsingers
compensated when feedback was shifted upward by 26 cents
and downward by 22 cents. Additionally, examining the first
50 ms of vocal productions during FAF trials showed that
singers continued to initiate F0 values near the intended tar-
get frequency. The authors argue that this resulted from the
online recalibration of an internal model regulating voice F0.
Nonsingers were found to consistently initiate F0 produc-
tions below the pitch target and to increase their F0 until they
matched the note. Thus, singers and nonsingers rely on an

internal model to regulate voice F0, but singers’ models ap-
pear to be more sensitive in response to subtle discrepancies
in auditory feedback.

It appears that using absolute targets in a predictable
FAF paradigm permitted a unique examination of F0 control.
For instance, examining sensorimotor adaptation during
singing has proven to be informative in testing the acoustic-
motor mapping of F0 control in musically untrained and
trained individuals. Using a specialized subgroup of the
population may allow us to better understand how sensitive
internal models are to FAF and how these motor commands
are represented neurologically. Also, it is arguable that voice
F0, while singing, is represented by multiple internal models
that correspond to specific musical notes. Indeed, current re-
search in our laboratory examines how sensory feedback can
be used to continuously recalibrate multiple internal models
regulating F0 while singing.
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Although research has focused on the perceptual contribution of consonants to spoken syllable or
word intelligibility, in sentences vowels have a distinct perceptual advantage over consonants in
determining intelligibility �Kewley-Port et al., J. Acoust. Soc. Am. 122, 2365–2375 �2007��. The
current study used a noise replacement paradigm to investigate how perceptual contributions of
consonants and vowels are mediated by transitional information at segmental boundaries. The
speech signal preserved between replacements is defined as a glimpse window. In the first
experiment, glimpse windows contained proportional amounts of transitional boundary information
that was either added to consonants or deleted from vowels. Results replicated a two-to-one vowel
advantage for intelligibility at the traditional consonant-vowel boundary and suggest that vowel
contributions remain robust against proportional deletions of the signal. The second experiment
examined the combined effect of random glimpse windows not locked to segments and the
distributions of durations measured from the consonant versus vowel glimpses observed in
Experiment 1. Results demonstrated that, for random glimpses, the cumulative sentence duration
glimpsed was an excellent predictor of performance. Comparisons across experiments confirmed
that higher proportions of vowel information within glimpses yielded the highest sentence
intelligibility. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3159302�
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I. INTRODUCTION

All languages share a common feature: the use of both
consonant and vowel sounds �Ladefoged, 2001�. Intelligibil-
ity research has focused on these two fundamental groups of
speech sounds, attempting to tease apart the relative percep-
tual contributions of each. The traditional view of these con-
tributions has been stated clearly, as “it has become almost a
commonplace statement in intelligibility testing that most of
the information in speech is carried by the consonant
sounds” �Owens et al., 1968, p. 648�. More recently, this
traditional view has been questioned by Cole et al. �1996�
and Kewley-Port et al. �2007�. Both studies demonstrated an
overwhelming advantage of vowels compared to consonants
in sentence intelligibility testing using a segment replace-
ment paradigm, also described as “noise replacement.” This
paradigm turns successive portions of the speech signal on
and off, effectively alternating the speech signal with either
silence or noise. The “on” portions of speech are defined as
glimpses �Cooke, 2003�. Noise replacement has been used
previously to examine the specific perceptual contributions
of certain speech acoustics contained in consonant or vowel
segments �e.g., Kewley-Port et al., 2007�, as well as, the
perception of interrupted speech �e.g., Miller and Licklider,
1950�. While these studies were able to isolate the perceptual
contributions of acoustic events present during the segment

of interest, it is well known that acoustic cues for segments
are distributed across consonant-vowel �C-V� boundaries �as
shown for stop consonants, Liberman et al., 1967�. It is also
clear from work with silent-center syllables that the dynamic
portions of the speech signal at these C-V boundaries pro-
vide important contributions �Strange, 1987; Strange et al.,
1983�.

In the current study, Experiment 1 sought to replicate
and extend past findings by investigating how the perceptual
contributions of consonants and vowels are affected by sys-
tematically varying amounts of acoustic information at the
C-V boundary. Experiment 2 was conducted as a control to
isolate potential confounds of the noise replacement para-
digm, in order to confirm that the perceptual pattern revealed
in Experiment 1 was a result of spectro-temporal information
in segments, and not of particular methodological properties.
In addition, Experiment 2 compared the perception of ran-
domly ordered glimpses, the preserved portions of speech
between replacements, to glimpses locked to specific seg-
ments in Experiment 1.

Segmentation of the highly dynamic acoustic waveform
into discrete units corresponding to consonants and vowels is
inherently ambiguous. Particularly problematic is the assign-
ment of formant transitions to either the consonant or vowel
segment, as these transitions provide information about both
consonants and vowels �Liberman et al., 1967�. Normal
coarticulation means that acoustic cues for consonants and
vowels largely overlap; the perceptual effects of which may
be observed over multiple segments �see Kent and Minifie,
1977�. Therefore, it may be that a discrete division between
consonants and vowels is largely a convenience �see Lade-

a�
Portions of the data were presented at the 154th Meeting of the Acoustical
Society of America �J. Acoust. Soc. Am. 122, 2972 �2007�� and at the
156th Meeting of the Acoustical Society of America �J. Acoust. Soc. Am.
124, 2439 �2007��.
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foged, 2001�. Stevens and his colleagues �summarized by
Stevens, 2002� long advocated that prominent acoustic land-
marks may be used to effectively mark different segments
within the ambiguous speech signal. Therefore, identifying
the C-V boundary is a convenient methodological tool for
dividing the acoustic signal into mostly vocalic and mostly
consonantal portions. However, the perceptual cues present
within the acoustic signals associated with consonants and
vowels interact with each other. Cooper et al. �1952� were
among the first to explore the relation between perception
and acoustic cues in stop consonants, such as the frequency
release of the burst and the direction of the second formant
transition. They described the perception of these specific
cues as dependent on their positional relationship to the
neighboring vowel. Furthermore, the perception of speech
sounds is highly dependent on the acoustic-phonetic context
�Miller, 1994�. Therefore, the perception of consonants and
vowels and their contributions to sentence intelligibility ap-
pear to be the result of distributed and overlapping cues.

The current study uses the fundamental grouping of
speech sounds into consonants and vowels to globally ex-
plore how the acoustic information contained within these
segments contributes to sentence intelligibility. In addition,
as the perceptual information of these segments is highly
distributed and overlapping, this study investigates how seg-
mental contributions change with the addition or deletion of
transitional information between them. The current study
was not designed to redefine discrete segmental boundaries
but rather to investigate the relative perceptual contributions
of these two primary categories of speech sounds.

A. Previous research on the relative importance of
consonants and vowels

There have been several approaches to understanding
the relative contributions of consonants and vowels to speech
perception. Studies that have investigated the consonant-to-
vowel ratio �i.e., the difference between consonant and
vowel intensity levels� have found that amplifying the inten-
sity of the consonant relative to the vowel in CVCs enhances
recognition of voiced stops �Freyman and Nerbonne, 1989;
Freyman et al., 1991�, which corroborates well with the im-
portance of consonant acoustics for speech intelligibility.
However, Sammeth et al. �1999� used a different approach
that controlled for the intensity of three stop consonants.
They maintained the intensity level of the consonant in CV
syllables while decreasing the intensity level of the vowel by
6 or 12 dB. Bringing the consonant-to-vowel ratio to 0 dB
did not improve identification performance of the conso-
nants. However, in some conditions the consonants were ef-
fectively presented in isolation, representing a maximum at-
tenuation for the vowel. Reintroduction of the vowel
produced a large and significant improvement in identifica-
tion, suggesting that the presence of the vowel was important
for the successful identification of the consonants.

Much of the work that has championed the importance
of consonant acoustics over that of the vowel has investi-
gated this issue at the level of the syllable structure. Owren
and Cardillo �2006� took this one step further by investigat-
ing multisyllabic words in isolation. They used a segment

replacement paradigm to present consonant-only words or
vowel-only words, where segments and formant transitions
were replaced by silence. Listeners heard pairs of words and
were asked to make two judgments: whether the two words
shared the same meaning and whether they were spoken by
the same talker. Results demonstrated that consonant-only
words yielded higher d� scores for judging the meaning;
vowel-only words had higher scores for judging the talker.
Owren and Cardillo �2006� concluded that consonants may
be more important for intelligibility, while vowels carry
more indexical information about the talker.

Research at the sentence level has revealed a much dif-
ferent picture. In a preliminary report, Cole et al. �1996� used
a segment replacement paradigm where segments were either
replaced by speech-shaped noise, a harmonic complex, or
silence. Words repeated correctly were scored. Their results
suggested that vowel-only sentences maintained a two-to-
one advantage over consonant-only sentences, regardless of
the type of segmental replacement. Furthermore, this advan-
tage remained, even after 10 ms was deleted from the onset
and offset of the vowels. This two-to-one advantage of vow-
els was later replicated by Kewley-Port et al. �2007� when
normal-hearing listeners were presented sentences at 70 dB
sound pressure level �SPL�, as well as for elderly hearing-
impaired listeners at a higher presentation level of 95 dB
SPL. For young normal-hearing listeners, the 95 dB SPL
level resulted in an improvement for recognition of
consonant-only sentences, but participants still maintained
significantly better performance for vowel-only sentences.
This advantage for vowels is even more remarkable consid-
ering that vowels actually comprise at least 10% less of the
overall sentence duration than consonants �Ramus et al.,
1999�.

As perceptual cues are highly distributed throughout the
speech signal, it could be that certain subsegmental informa-
tion plays an important role as well. Lee and Kewley-Port
�2009� investigated four types of subsegmental information
that presented equal proportions of consonants and vowels in
each condition. Segmental onset and offset, as well as tran-
sitions and center portions, were investigated. These portions
of segmental information were based relative to traditional
segmental boundaries. Performance based on words repeated
correctly was equal across all conditions, indicating no ad-
vantage for any type of subsegmental information when
equal proportions of consonant and vowel information were
maintained. However, while transitional and center portions
of segments may make equal perceptual contributions to
overall sentence intelligibility, it remains to be seen how
these two different types of acoustic signals interact.

The purpose of the current study was to investigate how
transitional information at the C-V boundary as traditionally
defined facilitates the perceptual contributions made by con-
sonants and vowels to sentence intelligibility. It has become
widely accepted that transitional dynamics at the C-V bound-
ary contains important information for perception �Liberman
et al., 1967; Strange, 1987; Strange et al., 1983�, but it is less
clear how this information relates to the perceptual contribu-
tions of consonants and vowels. Our investigation explores
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how certain types of speech information contained in conso-
nants, vowel centers, and the transitions between them inter-
act in sentential contexts.

B. Glimpsing speech during noise replacement

In studies that use noise replacement to isolate percep-
tual contributions, it may be that preserved perceptual cues
in the signal are not the only performance factor, but also
how those cues interact with a listener’s ability to integrate
information across preserved portions of the speech signal.
The current study examined these perceptual consequences
that are inherent in interrupted speech produced during noise
replacement. The portions preserved between replacements
are described here as glimpses, taken from the literature on
interrupted speech in noise. Cooke �2003� defined a glimpse
as “an arbitrary time-frequency region which contains a rea-
sonably undistorted view of the target signal” �p. 579�. In
everyday listening conditions, it may be most beneficial for a
listener to focus on the glimpses of speech between back-
ground noise fluctuations, thereby attending to the preserved
speech information rather than trying to extract cues from a
noisy signal. The speech intelligibility index has recently
been modified to include consideration of these temporal
fluctuations and now provides a good account for speech
recognition thresholds in interrupted speech �Rhebergen and
Versfeld, 2005�. The redundancy of the speech signal makes
the use of such glimpses effective in speech perception
�Cooke, 2006�.

In glimpse studies, in order to maintain the same amount
of speech information presented across all conditions there is
an acoustic trade-off between interruption rate �i.e., the fre-
quency of available glimpses� and glimpse window width
�i.e., the duration of the available speech information�. Miller
and Licklider �1950� demonstrated that perceptual perfor-
mance for monosyllabic words is affected nonmonotonically
as the glimpse rate is increased and the glimpse window
width is decreased with the best performance at a glimpse
rate around 10 Hz. Therefore, properties of glimpses, both in
rate and size, may effect perception in noise replacement
studies. This may also be related to the type of speech ma-
terial used, as the perception of speech continuity is main-
tained at shorter glimpse durations for discourse than for
isolated words �Bashford and Warren, 1987� and is associ-
ated with increased speech intelligibility when higher-order
contextual cues are available �Bashford et al., 1992�.

In order to investigate the segmental contributions of
consonants and vowels independently of glimpse contribu-
tions, a second experiment was conducted. Experiment 2
used the same distributions of glimpse window durations
measured from consonants and vowels, but randomly reor-
dered them, thereby, creating glimpses with random portions
of both consonants and vowels. This allowed for the direct
comparison of �1� any difference in performance due to the
different glimpse durations measured from consonants and
vowels and �2� performance when windows were either
locked to specific segmental information or when they con-
tained random acoustic cues.

II. EXPERIMENT 1: SEGMENTAL CONTRIBUTIONS

This first experiment was designed to answer some
questions raised in previous studies conducted in our labora-
tory �Kewley-Port et al., 2007; Lee and Kewley-Port, 2009�.
Results showed that using traditional segmental rules, vow-
els contributed more than consonants to the perception of
sentences �Kewley-Port et al., 2007�, and that there appeared
to be no advantage of transitional versus quasi-steady-state
information when the relative proportion of consonant-to-
vowel segment durations remained constant �Lee and
Kewley-Port, 2009�. However, given that perceptual infor-
mation is distributed across the transitional area at the C-V
boundary, a major unanswered question concerns the domi-
nance of vowel information obtained in previous studies in
relation to the allocation of transitional C-V boundary infor-
mation. Thus, the present investigation systematically shifted
the C-V boundary to examine how transitional information
contributes to the perceptual roles of consonants and vowels
for sentence intelligibility.

A. Listeners

Twenty young �age 19–30, M =24� normal-hearing lis-
teners �six male, fourteen female� were paid to participate in
the study. All participants were native speakers of American
English and had pure-tone thresholds bilaterally at no greater
than 20 dB HL at octave intervals from 250 to 8000 Hz
�ANSI, 1996�.

B. Stimuli

1. Speech presented in sentences

The same 42 sentences used in previous studies
�Kewley-Port et al., 2007; Lee and Kewley-Port, 2009� were
selected from the TIMIT database �Garofolo et al., 1990,
www.ldc.upenn.edu� to be used in the current study. These
sentences were spoken by 21 male and 21 female talkers
from the North Midland dialect region that matched the dia-
lect region of daily exposure for the participants in this study
�i.e., Indianapolis, Indiana and further north�.

Sentences contained an average of 8 words �range 6–10
words� and 33 phonemes �11 vowels, 22 consonants�. The
C-V boundaries are specified by the TIMIT database. Pho-
nemes were identified by traditional segmental boundaries,
although TIMIT first employed CASPAR �Leung and Zue,
1984� automatic segmentation to identify the boundaries,
which experienced phoneticians later confirmed �see Zue and
Seneff, 1988�. The TIMIT segmentation methods included
rules such as �1� finding highly salient and abrupt acoustic
changes to mark phoneme boundaries for stops and �2� di-
viding formant transitions in half during slow periods of
change for liquids �presumably because these transitions pro-
vide information regarding both phonemes�. Kewley-Port
et al. �2007� verified the segmental boundaries provided by
the TIMIT corpus and added three minor rules appropriate
for identifying the vowels and consonants in sentences.
These rules were used in the present study and are noted
below using the TIMIT arpabet.

J. Acoust. Soc. Am., Vol. 126, No. 2, August 2009 D. Fogerty and D. Kewley-Port: Contributions of the consonant-vowel boundary 849



�1� Stop closures �e.g., “bcl”� were combined with the stop
�e.g., “b”� and treated as a single consonant.

�2� Syllable final V+ �r� as in “deer” were transcribed in
TIMIT as a vowel plus the consonant �r�. These V+ �r�
transcriptions were considered as a single rhotocized
vowel in this study.

�3� The glottal stop �q� was a separate consonant in TIMIT,
generally realized by silence. When the glottal stop was
transcribed as occurring between two vowels, �VqV�, it
was treated as part of a vowel string.

For the purposes of the noise replacement paradigm
used here and elsewhere �see Kewley-Port et al., 2007�, con-
sonant strings were treated as a single unit for replacement,
as were vowel strings. Therefore, the experimental manipu-
lation of C-V boundaries was only between consonant and
vowel units. The acoustic boundary was shifted by a propor-
tion of the vowel duration �VP�, thereby, reassigning vowel
transitions, because previous research had demonstrated rela-
tively low performance for consonant-only stimuli �Kewley-
Port et al., 2007�. It was expected that manipulating by a
proportion of the vowel would yield the most interpretable
data by avoiding floor performance. This method allows di-
rect investigation of how transitional information typically
assigned to vowel segments influences the perceptual contri-
butions of vowels and consonants.

Two processing strategies each created a different stimu-
lus type. One strategy preserved the consonant information
and added some proportion of the vowel transitions �C
+VP�, replacing the vowel centers with noise. The second
strategy preserved only a proportion of the vowel center in-
formation, replacing the consonants and remaining vowel
transitions at the C-V boundary with noise �V�VP�. These
processing strategies were manipulated by shifting the C-V
boundary by six vowel proportion amounts �2�6 design�,
yielding a total of 12 conditions. Figure 1 shows a schematic
of these 12 conditions. The schematic example shows the
noise replacement for a single CVC; however, this method
was applied to all consonant and vowel units across the en-
tire sentence. The conditions are labeled in two ways on the
figure, first according to how the C-V boundary was shifted

�e.g., C+5, meaning the original consonant segment plus 5%
of the vowel�, and second, by an equation of the proportion
of the segments preserved �e.g., C+.05V�. The rest of this
manuscript will use the first label type in referring to these
conditions.

2. Noise presented in sentences

Segments were replaced by a speech-shaped noise gen-
erated in MATLAB that was based on a standard long-term-
average speech spectrum �ANSI, 1969�. The noise was de-
signed to be flat from 0 to 500 Hz and had a −9 dB/octave
roll-off above 500 Hz. The noise level was presented 16 dB
below the average sentence level �21 dB below the vowel
with loudest rms�. This level was used in a previous study for
consonant noise replacement �Kewley-Port et al., 2007� to
avoid any potential for temporal masking of consonant seg-
ments. Every segment was replaced using a unique noise.
Figure 2 displays the waveform of a single CVC, “mean,”
excised from an experimental sentence under vowel-only and
consonant-only noise replacement conditions with the full
waveform as reference.

C. Calibration

Similar procedures to Kewley-Port et al. �2007� and Lee
and Kewley-Port �2009� were administered to verify signal
levels. First, scripts were written in MATLAB to verify that all
42 test sentences had similar average rms levels �i.e., within
�2 dB�. Second, a MATLAB script was used to find the most
intense vowel across all sentences and then iterated that
vowel to produce a calibration vowel of 4 s. As these stimuli
were previously used to evaluate sentence intelligibility with
listeners who had hearing impairment, all sentences and the
calibration vowel were filtered by a low-pass FIR filter that
was flat to 4000 Hz with a 3 dB cutoff at 4400 Hz, and a
200 dB/octave slope in a Tucker-Davis Technologies pro-
grammable filter. Therefore, this allows direct comparison of
this study with previous ones �Kewley-Port et al., 2007; Lee
and Kewley-Port, 2009�. The sound level for the calibration
vowel was set to 100 dB SPL through ER-3A insert ear-
phones in a HA-2.2-cm3 coupler using a Larson Davis model

FIG. 1. Schematic of noise replacement conditions depicted for a single
CVC within the sentence �not drawn to scale�. The C only and V only �for
C+0 and V-0 conditions� uses the original TIMIT C-V boundaries. Solid
bars indicate the speech portions presented. Stippled bars indicate noise
replacement.

FIG. 2. Waveforms demonstrating two noise replacement conditions and
the full waveform of the word ‘‘mean’’. V only � vowel-only;
C only � consonant-only.
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2800 sound level meter with linear weighting. Relative to the
loudest calibration vowel, the mean of the distribution of the
loudest vowels in the other sentence was 95 dB SPL. All
sentences and the calibration vowel were passed through a
programmable attenuator to present the stimuli at 70 dB
SPL, being the nominal level referenced in this study. An
additional low-level background noise was continuously pre-
sented during testing. The purpose of this noise was to re-
duce transients between speech and the replacement noise.
This background noise was generated by a Tucker-Davis
Technologies waveform generator, and was also low-pass fil-
tered at 4400 Hz. The level of this noise was presented at
50 dB less than the calibration vowel �100 dB SPL� mea-
sured using the same equipment described above.

D. Procedure

Listeners were seated in a sound attenuated booth and
listened to sentences presented monaurally to the right ear
via ER-3A insert earphones. Test stimuli were controlled by
TDT system II hardware connected to a PC computer run-
ning a MATLAB stimulus presentation interface. Each listener
was instructed regarding the task using verbal and written
instructions and completed a familiarization task prior to ex-
perimental testing. The familiarization task consisted of six
non-experimental sentences. The first two sentences were un-
processed. The last four processed sentences were presented
in a random order of vowel-only and consonant-only condi-
tions. The processed version was presented first followed by
the full unprocessed version of the same sentence. The lis-
tener was requested to repeat aloud all of the words they
heard for both versions of the sentence in order to ensure
they understood the experimental task. All participants
moved on to the experiment following these familiarization
sentences regardless of performance.

During the experimental testing, each participant was
randomly assigned to one of two condition subsets, each of
which contained 6 of the 12 experimental conditions. Each
participant heard 14 sentences per condition �114–115
words; �462 phonemes�. The six experimental conditions
included both processing strategies �V�VP and C+VP� for
three vowel proportions. Sentences were presented in two
blocks with different fixed orders of three quasi-randomly
assigned conditions each, resulting in participants listening
to a total of 84 sentences. Past research demonstrated little
benefit of hearing the sentence presented twice, even when
presented sequentially �Kewley-Port et al., 2007�. Here, the
same sentence was never presented in the same block to
participants. The possibility of a sentence repetition effect is
explored in the results.

The task for each subject was to repeat each sentence
aloud. Listeners were encouraged to guess, without regard to
whether their responses made logical sentences. No feedback
was provided. The experimenter scored responses on paper
during the session and digitally recorded them for later re-
analysis by an independent scorer �Inter-rater agreement on
10% of responses: 98.8%�. Only words repeated exactly cor-
rect were scored �e.g., no missing suffixes�. For example, a
response of “pool” would be judged as incorrect if the target

sentence had used the plural form “pools.” In addition, words
were allowed to be repeated back in any order to be counted
as correct repetitions.

E. Results and discussion

1. Descriptive analysis

In the first analysis, possible effects of learning were
investigated because each sentence was presented twice to
listeners, each time under a different condition. Five sen-
tences that occurred within the first ten sentences presented
in block 1 and within the last ten sentences in block 2 were
selected for analysis. For each sentence, the average percent
correct across each of the participants was calculated. This
average score was transformed to a z-score for its particular
segmental condition. No significant difference in perfor-
mance was found, p=0.98; normalized scores corresponded
to a performance increase of 1.6% when the sentence was
presented a second time. Furthermore, when considering
z-scores for all of the sentences, there was no significant
difference between blocks. These results indicate that listen-
ers’ performance remained consistent across trials and were
unaffected by hearing a sentence presented a second time in
a different condition. Thus, reported results appear reliable
due to listeners having stable, repeatable performance and
were not affected by procedural learning across the two
blocks.

Consonants and vowels were manipulated in different
directions to investigate the contributions of transitional in-
formation. This specific experimental design required a se-
ries of six paired samples t-tests to be conducted using Bon-
ferroni corrections for multiple comparisons to compare
performance across each of the vowel proportions tested.
Overall, results indicated that the vowel-only �V only� con-
dition �M =64.7% words correct� had a significant �t�9�=
−9.7, p�0.001�, two-to-one advantage over the consonant-
only �C only� condition �M =30.5% words correct�, replicat-
ing Cole et al. �1996� and Kewley-Port et al. �2007�. The
other five t-tests between consonant �C+VP� and vowel �V
�VP� conditions for each VP pair were significantly differ-
ent at VP=5% �t�9�=−5.6, p�0.001�, VP=10% �t�9�=
−5.7, p�0.001�, VP=30% �t�9�=4.2, p�0.008�, and VP
=45% �t�9�=14.9, p�0.001�. However, no significant dif-
ference was found when VP=15% �t�9�=−1.5, p=0.18�, in-
dicating that consonant �C+15� and vowel �V�15� condi-
tions approached similar intelligibility. Figure 3 shows the
data points and trends for the consonant and vowel condi-
tions drawn with equal fit �R2=0.98� using least squares re-
gression. A linear function approximated the C+VP condi-
tions, while a cubic function was required to provide the
same fit for the V�VP conditions. Thus, C+VP conditions
increased linearly with the addition of proportional vowel
information. In contrast, V�VP conditions, with a nearly
constant function around 55% correct, appeared to remain
robust against proportional decreases in information until
30% of the vowel was removed.

These results suggest that increasing transitional infor-
mation at C-V boundaries linearly predicts perceptual accu-
racy when consonants are presented. However, for vowels,
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this transitional information at the C-V boundary appears to
provide little added perceptual benefit, suggesting that the
C-V boundary transitions provide information redundant
with the contributions from vowel centers, when measuring
sentence intelligibility. Similar results were found with
CVCs by Strange et al. �1983� who suggested that informa-
tion for the vowel is distributed across the changing acous-
tics of the syllable. In our study, the resilience of vowel
centers remained until 30% of the transitional vowel infor-
mation at the boundaries was deleted. This corresponded to
when intelligibility was on average 56% correct for vowels
and 69% for consonants. Note that this 30% proportional
C-V shift maximized performance for both consonants and
vowels.

2. Sentence level analysis

Figure 4 shows on average, how much of the total sen-
tence was preserved across the 12 conditions. The total sen-
tence duration on average was 2.48 s. Sentence-level mea-
surements for the original TIMIT boundaries demonstrated
that consonants comprised 55% of the total sentence dura-
tion, while vowels only comprised 45%. While individual
consonants have a shorter duration than vowels, more con-
sonants �M =22� occurred per sentence than vowels �M
=11�. On average, 74% of consonants occurred in consonant
strings, while only 12% of vowels occurred in vowel strings.
When 30% of the vowel is removed in the V�30 condition
performance is at 56% correct. Performance in the consonant
conditions does not surpass this 56% performance level until
a 30% shift in the boundary for the �C+30�, where perfor-

mance reaches 69% correct. Note that for this shift, 2 /3 of
the sentence is presented in this consonant condition, com-
pared to only 1 /3 presented in the corresponding vowel con-
dition just mentioned. Clearly, the cumulative amount of the
sentence presented is not an underlying factor that provides
the vowel conditions an advantage. When considering per-
ceptual performance, it is notable that vowels contribute
twice as much to sentence intelligibility when the original
C-V boundary is used despite preserving less of the overall
sentence duration �only 45% for vowels�. When considering
duration of the presented speech signal, consonants must
present twice as much of the total sentence duration to sur-
pass performance of the vowel.

3. Segmental level analysis

Another way to analyze the results is by each individual
segment, regardless of whether it occurred as part of a string
of segments. This analysis corresponds to examining the ef-
fects relative to the average segment duration rather than
average duration of each glimpse of the speech waveform.
Figure 5 displays the percent of words correct relative to the
duration of signal information present in the average speech
segment calculated separately for each condition. For the V
only and C only conditions, this corresponds to the average
vowel or consonant duration based on the original TIMIT
boundaries. On average, the C only condition provided a
shorter segment duration �M =62 ms� than the V only condi-
tion �M =97 ms�. However, for the rest of the conditions, a
segment is defined according to the noise replacement para-
digm used in this study. For example, a segment in the C
+45 condition is the original consonant plus 45% of the
vowel duration, with an average duration per segment of
105 ms.

When the amount of speech information was varied by a
proportion of the vowel, intelligibility as a function of seg-
ment duration for the consonant and vowel conditions
crossed. Specifically, at the segmental level, equal perceptual
contributions to sentence intelligibility occurred when the
signal duration on average for consonants and vowels was
equal to 83 ms. Listener performance was matched at this

FIG. 3. Results for the 12 experimental conditions in Experiment 1 plotted
according to the vowel proportion by which the C-V boundary was shifted.
The original TIMIT C-V boundary is at 0% VP, marked by the dashed
vertical line. Error bars display the standard error of the mean.

FIG. 4. The average amount of the sentence preserved across the 12 condi-
tions with the rest of the sentence replaced by noise. The amount presented
was distributed over the entire sentence according to the specific noise re-
placement condition. The length of the average sentence was 2.48 s.

FIG. 5. The average duration of an individual segment in each condition
�see text for details�.
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point for a word identification score of 55% correct. While
this absolute value of 83 ms is likely dependent on factors
such as speech rate, this point of perceptual equivalence oc-
curred nearest to our 15% VP shift in both segmental condi-
tions. As previously discussed, there was no statistical differ-
ence in the C+15 and V�15 conditions. Thus, while a 30%
VP shift of the C-V boundary maximized both consonant and
vowel perceptual contributions to sentence intelligibility, a
15% VP shift most successfully �out of the conditions pre-
sented� equalized such contributions.

4. Glimpse window analysis

The durations of glimpse windows locked to consonant
and vowel segments were measured across all 42 sentences
to determine if these durations composed significantly differ-
ent distributions for the two segmental types �see Fig. 6�,
thereby providing an opportunity for different perceptual
contributions related to glimpse duration. While there was a
large overlap in the distributions for consonant �M =113 ms,
SD=67.6 ms� and vowel �M =102 ms, SD=56.6 ms�
glimpse windows, there was a significant difference between
the distributions �t�460�=2.642, p�0.01�. Therefore, while
results for Experiment 1 clearly demonstrated that glimpse
windows locked to vowel information were essential for sen-
tence intelligibility, it may be that the results were largely
related to glimpse window differences rather than to segmen-
tal differences found in the acoustic content of the windows.
Experiment 2 was designed to tease apart the independent
contributions of segmental acoustics and glimpse windows.

III. EXPERIMENT 2: GLIMPSE CONTRIBUTIONS

The better performance with vowels in Experiment 1
may be due to cues inherent to segment glimpse window
durations rather than specific segmental acoustic cues pro-
vided in the glimpse �as vowel windows overall were signifi-
cantly shorter than consonant windows�. This may have oc-
curred because performance changes as a function of
combined changes in glimpse rate and duration �Miller and
Licklider, 1950�. Specifically, glimpses of different dura-
tions, as noted between the different durations of consonants
and vowels, may affect performance in addition to the actual
acoustics presented. To investigate this issue, a second ex-

periment was designed to control for specific segmental con-
tributions by ensuring that acoustics from both consonants
and vowels were equally likely to occur within a single
glimpse. Experiment 2 examined: �1� the differential contri-
butions to sentence intelligibility of glimpse window dura-
tions measured from consonants and vowels and �2� the ef-
fect of randomly placed glimpse windows that are
asynchronous with segmental information. In addition, these
glimpse windows were varied according to a subset of six
durational proportions selected from among the 12 condi-
tions of Experiment 1.

A. Listeners

Ten young �age 19–25, M =22� normal-hearing listeners
�three male, seven female� were paid to participate in the
study. These listeners were different from those who partici-
pated in Experiment 1. All participants were native speakers
of American English and had pure-tone thresholds bilaterally
at no greater than 20 dB HL at octave intervals from
250 to 8000 Hz �ANSI, 1996�.

B. Stimuli

The same sentences were used as in Experiment 1 and
differed only in processing strategy. The same glimpse win-
dows were used within each sentence, preserving both the
number and duration of glimpses as calculated from the
TIMIT database. The order of these windows was then quasi-
randomized such that glimpse boundaries no longer corre-
sponded with segmental boundaries. The quasi-
randomization followed three rules. First, the windows
alternated between windows measured from consonant units
and those measured from vowel units, such that no two win-
dows measured from the same segment type occurred in ad-
jacent intervals; thereby avoiding two glimpse windows
combining into a larger one. Second, for the majority of sen-
tences there was an unequal number of windows between the
two segmental types. In order to ensure that glimpse bound-
aries were maximally offset at the beginning of the sentence,
either the shortest or longest window measured from the seg-
mental type with the most windows in that sentence was
randomly selected to be presented first. When there was an

FIG. 6. Glimpse window distributions
measured from all segments which oc-
curred across all 42 sentences for �a�
vowel glimpse windows and �b� con-
sonant glimpse windows.
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equal number of consonant and vowel windows, this rule did
not apply and the first segment window was selected at ran-
dom from the opposite segmental type presented first in the
sentence �e.g., if the sentence began with a consonant, a
vowel window was selected at random�. Third, when there
were pause windows �i.e., silent intervals� present in the sen-
tence, these windows were presented in the randomized or-
der closest to their original location in the sentence in an
attempt to preserve sentence prosody. Without this latter rule,
the segmental window that fell within a silent period in the
sentence would convey no acoustic information. For Experi-
ment 2, it was important to preserve the same amount of
speech acoustics as presented in Experiment 1; otherwise
poor performance could be related to reduced amounts of
speech acoustics overall. This possibility was explicitly
avoided by this third rule.

As with Experiment 1, two different processing strate-
gies were used: one that used consonant glimpse window
durations and one that used vowel glimpse window dura-
tions. The durations of these windows were manipulated by
three of the previous six proportions of the vowel �0%, 15%,
30%� to yield a total of six conditions. This subset of condi-
tions was selected to explore intelligibility at glimpse dura-
tions that provided relatively stable performance for vowel
conditions. The glimpse windows measured in these condi-
tions corresponded directly to those used in Experiment 1
under the identical vowel proportion condition. The only dif-
ference here was that glimpse windows were no longer time-
locked to specific segmental boundaries. Calibration for this
experiment used procedures identical to those in Experiment
1.

C. Procedure

Test procedures were identical to those of Experiment 1.
Each participant completed a familiarization task identical to
Experiment 1, but with randomized glimpse conditions. Dur-
ing the experimental testing, participants again completed
two different blocks of 42 sentences. Each block contained
three different conditions in a fixed random order. Sentences
were presented once in each block under a different condi-
tion with a different randomization of glimpse windows. Par-
ticipants again repeated aloud each sentence without feed-
back. The experimenter scored responses on paper during the
session and digitally recorded them for later reanalysis by an
independent scorer �Inter-rater agreement on 10% of re-
sponses: 96.5%�.

D. Results and discussion

1. Glimpse window analysis

As with Experiment 1, the effect of practice resulting
from procedural learning and sentence repetition was exam-
ined to determine the reliability of participant responses.
Analysis of five sentences that were presented within the first
ten sentences of block 1 and the last ten sentences of block 2
were compared. No significant difference in z-scores was
observed �p=0.71�. The z-scores for these two presentations
corresponded to a 3.1% increase in scores for the five sen-

tences at the end of the second block. Thus, results for this
second experiment were stable under this processing strat-
egy.

Figure 7 displays the results of Experiment 2 according
to how the distributions of glimpse duration were shifted by
vowel proportion. All condition labels for Experiment 2 are
appended with an initial “g” to indicate that they only pre-
serve the duration of speech within a glimpse and do not
contain specific segmental information. Results were ana-
lyzed by a series of Bonferroni-corrected t-tests conducted
between glimpses measured from consonants and vowels at
each of the three vowel proportions tested. The analysis in-
dicated a significant difference between glimpse windows of
gC+VP and gV�VP conditions at 15% �t�9�=9.4, p
�0.001� and 30% �t�9�=21.8, p�0.001� VP pairs, but not at
the original C-V boundary �0% VP�, �t�9�=1.7, p=1.88�.
Thus, the two-to-one advantage obtained with segmental
windows was not observed between randomly presented
windows measured from consonants versus those from vow-
els. These results suggest that the large difference between
glimpses locked to segmental information in Experiment 1
was a result of perceptual cues contained in the segmental
acoustics, not characteristics inherent in the distributions of
glimpse windows. Thus, the initial conclusions of Experi-
ment 1 are validated: the perceptual cues contained within
vowel segments do contribute more to sentence intelligibility
than those within consonant segments.

Figure 8 displays the six random glimpse conditions of
Experiment 2 �black� plotted according to the cumulative
duration of the sentence presented. As a reference, results
from the corresponding conditions of Experiment 1 �gray�
are also plotted. A linear trend �solid line� was fit to the six
glimpse conditions tested �R2=0.93�. In fact, when glimpses
were not locked to segmental information, the percent of the
sentence presented closely predicted performance, particu-
larly for the four longer values. That is, given the percent of
the sentence presented at 45%, 55%, 62%, and 69%, the
percent of the words identified was predicted by those values
within 1%–5%. While such close predictions did not hold for

FIG. 7. Results for the six experimental conditions in Experiment 2 plotted
according to the vowel proportion by which the C-V boundary was shifted.
Glimpse window durations based on the original TIMIT C-V boundary are
at 0% VP, marked by the dashed vertical line. Glimpse windows measured
from the consonant �black diamonds� and vowel �gray squares� conditions
of Experiment 1 are coded similarly to previous figures but now with the
prefix “g” to indicate random glimpses. Error bars display the standard error
of the mean.
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the two shorter durations �gV�15 and gV�30�, overall, the
predictability of word accuracy from only the duration of the
sentence presented was remarkably high.

2. Comparison of results with Experiment 1

An analysis was conducted to examine the difference in
experimental results across the two experiments. Bonferroni-
adjusted t-tests between Experiments 1 and 2 for the six
paired conditions �see Fig. 8� demonstrated significant differ-
ences for four conditions tested, but not for the two longest
glimpse window conditions, C+15 �t�9�=2.0, p=0.08� and
C+30 �t�9�=1.3, p=0.24�. Of the four conditions that were
significantly different, three conditions �V�30, t�9�=−12.8,
p�0.001; V�15, t�9�=−8.5, p�0.001; and V only, t�9�=
−7.8, p�0.001� yielded higher performance in Experiment 1
with segmentally locked glimpses that contained only vowel
information. Performance was poorer with randomly placed
glimpses that only contained partial vowel information. The
benefit of vowel segmental information is clearly seen in all
three comparisons �V only, V�15, and V�30�, but espe-
cially at the shortest glimpse duration, V�30. At the V�30
duration, providing glimpses of only vowel information in
the segmental condition of Experiment 1 yields a perceptual
advantage over the random glimpses of Experiment 2 by a
factor of 4. The fourth significant condition, C only �t�9�
=12.6, p�0.001�, is a special case where segmentally
locked glimpses in Experiment 1 contained no vowel infor-
mation. For this condition, performance was significantly
better with randomized glimpses, presumably because of the
inclusion of partial vowel information. Therefore, our inter-
pretation of the results for the four conditions is as follows:
significant differences between segmental and random
glimpses from the two experiments can be explained by in-
creased amounts of preserved vowel information. Consider-
ing the similar performance of the two longest glimpse win-
dows, these conditions �C+15 and C+30� contained the
most segmental information distributed over both consonants
and vowels. For these last two conditions, random glimpses
apparently provided the same amount of perceptual informa-
tion as is provided when larger amounts of vowel informa-
tion were added to C only information in Experiment 1.
Therefore, these glimpse windows are long enough for the
combined acoustics of both consonants and vowels to con-

tribute to the perception of locked or randomized glimpse
windows. In summary, the presence of more vowel informa-
tion in glimpses yields higher perceptual performance. Vowel
information is particularly important when less of the sen-
tence is presented.

IV. GENERAL DISCUSSION

A. Segmental contributions to sentence intelligibility

The current study investigated the perceptual contribu-
tions of vowels, consonants, and the transitions between
them, using noise replacement with locked or random
glimpses. Results demonstrated the importance of vowel in-
formation to sentence intelligibility as described by Cole
et al. �1996� and Kewley-Port et al. �2007�. Vowels as tradi-
tionally defined carry important perceptual cues that are not
found in consonants. Furthermore, even truncated portions of
vowels contribute strongly to sentence intelligibility despite
providing much less of the overall sentence duration than
consonants. Perceptual cues are distributed across the entire
vowel, such that transitions into the vowel provide little ad-
ditional perceptual benefit above what is provided by the
vowel center alone, when the vowel center contains 70% of
the total vowel. However, these dynamic transitions do pro-
vide additional perceptual information to consonants which
significantly improve sentence intelligibility. Such perceptual
information in the “vowel” transitions is not found in tradi-
tionally defined consonants, as indicated by the relatively
low consonant-only sentence scores. Our results correspond
well with the literature that has identified C-V transitions
�Liberman et al., 1967� and vowel context �Cooper et al.,
1952� as important cues for consonant recognition, and with
evidence from silent-center vowels that demonstrated the im-
portance of dynamic information for vowel recognition
�Strange, 1987; Strange et al., 1983�.

Owren and Cardillo �2006�, using a similar replacement
technique with silence rather than noise, found that conso-
nants are more important to the intelligibility of isolated
words. However, it may be that vowels gain greater percep-
tual importance from an increased amount of contextual or
stylistic factors present in sentential contexts. In sentences,
speech acoustics are characterized by shorter individual seg-
ments and greater coarticulation. Thus, individual consonant
segments may become less distinct, requiring more transi-
tional dynamics for recognition. This blurring of segmental
boundaries results in words, originally intelligible in sen-
tences, becoming largely unintelligible when excised �Craig
and Kim, 1990�. Clearly, listeners take advantage of coar-
ticulatory and prosodic cues in the perception of fluent sen-
tences. In fact, some speech recognition methods explicitly
define coarticulatory events between words in order to
achieve higher recognition performance for continuous sen-
tences �Giachin et al., 1991�.

The most sonorant segments in speech, namely the vow-
els, are most capable of carrying prosodic information such
as pitch contours or stress. Prosody spans linguistic levels
�Kent and Read, 1992�, providing an opportunity for mul-
tiple perceptual and cognitive levels involved in sentence
recognition to interact. For example, prosody may provide

FIG. 8. The percent of words correct is displayed for the six conditions of
Experiment 2 �black� and the comparison conditions of Experiment 1 �gray�
as a function of the cumulative duration of the sentence preserved over the
entire sentence. The black regression line is only across the six random
glimpse conditions. Asterisks � *� indicate a significant difference between
Experiments 1 and 2, p�0.001.
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information about syntactic structure through cues such as
phrase-final lengthening. This particular prosodic cue, tied to
the last stressed syllable in a major syntactic phrase, is per-
ceptually available for listeners to use in recognizing the
structure of speech �Read and Schreiber, 1982�. Vowels may
be particularly useful in conveying these cues for syntactic
structure, as stress patterns temporally align with the onset of
vowel energy �Tajima and Port, 2003�. Indeed, Toro et al.
�2008� demonstrated that participants were able to extract
syntactic cues from vowels, but not from consonants. Fur-
thermore, they support a functional dissociation of conso-
nants and vowels, with consonants cuing the lexicon and
vowels cuing syntactic structure. It may be that the syntactic
cues that vowels uniquely carry facilitate top-down processes
and constrain lexical activation.

Therefore, there are many types of information that
vowels may carry to provide them with an advantage over
consonants during the perception of compromised sentences
containing only partial information. These vowel-associated
cues encompass acoustic, coarticulatory cues important for
consonant recognition, but may also involve perceptual cues
that provide higher-order mechanisms to predict information,
even though many explicit acoustic cues for segment recog-
nition may be missing. Future studies will have to tease apart
potential contributions from the complex acoustic, percep-
tual, and cognitive events that occur in sentences, which we
as listeners navigate with relative ease in every day conver-
sational contexts.

B. Glimpse contributions to sentence intelligibility

Even though there was a significant difference between
the durational distributions of consonant and vowel
glimpses, no differential performance was found for percep-
tual intelligibility of sentences when using these glimpse
windows in a randomly ordered replacement paradigm. In-
stead, the amount of the speech signal presented, distributed
over the length of the entire sentence, predicted perceptual
performance. This result is consistent with Iyer et al. �2007�
who used periodic glimpses to investigate the effect of noise
and speech maskers. Above an 8 Hz interruption rate, the
trade-off between the glimpse window duration and number
of glimpses does not have much of an effect, as long as the
cumulative sentence duration glimpsed �i.e., the total dura-
tion of preserved speech information� remains constant. Also
consistent with the current study, Li and Loizou �2007� found
that the cumulative duration of speech glimpsed predicts per-
formance rather than glimpse window duration. By compar-
ing performance across several glimpse conditions that pre-
served different frequency regions of speech, Li and Loizou
�2007� also identified the frequency region of 0–3 kHz as
the most important frequency region for glimpsing. This fre-
quency region corresponds to the F1 and F2 frequency re-
gions most important for vowel perception. Therefore, this
evidence provides further support for the important contribu-
tion of vowel information to sentence intelligibility.

Experiment 2 investigated the combined perceptual ef-
fect of the distributional properties and random �i.e., aperi-
odic� placement of glimpse windows. In a pilot study, we

separately assessed the contributions of overall sentence du-
ration presented while avoiding differences in the distribu-
tions of consonants versus vowels. The pilot used periodic
replacement based on the duty cycle that was the average of
the glimpse windows �215 ms�. For the consonant glimpse
condition, the on phase was 113 ms, the mean glimpse win-
dow size for consonants, while the off phase was 102 ms, the
mean glimpse size for vowels. For the vowel glimpse condi-
tion, the on and off phases were reversed �e.g., the on phase
was the average vowel window duration of 102 ms�. These
on/off phases were manipulated by a proportion of the vowel
as in the experiments presented here to provide a direct com-
parison. The pilot for all the periodic replacement conditions
yielded very similar results to those obtained in Experiment
2 with aperiodic replacement, further suggesting that glimpse
perception is predicted by the cumulative duration of the
sentence presented. These results are consistent with Miller
and Licklider �1950� who found that perception of monosyl-
labic words during random, aperiodic interruption was effec-
tively the same as during periodic interruption.

Overall, there is a significant difference between the seg-
mentally locked glimpses in Experiment 1 and the random,
segmentally asynchronous glimpses used in Experiment 2.
There is a significant advantage for glimpses that capture
specific spectro-temporal information contained in vowel
segments.

V. CONCLUSIONS

This study used a fundamental division in speech sound
categories, specifically between consonants and vowels, to
investigate contributions to sentence intelligibility. The
present study replicated results from Cole et al. �1996� and
Kewley-Port et al. �2007� that demonstrated a two-to-one
advantage for sentences containing only vowels compared to
sentences that contained only consonants. Furthermore, this
study investigated how these contributions were mediated by
transitional information into the vowel. This transitional in-
formation appears to be redundant with information at the
vowel center, suggesting a similar result to Lee and Kewley-
Port �2009� who found no difference in transitional versus
quasi-steady-state information. However, increased transi-
tional information did provide a linear benefit relative to
consonant-only sentences, demonstrating that critical percep-
tual information is present in the transition. Finally, the cur-
rent study demonstrated that glimpse window distributions
did not differentiate performance between consonant-only
and vowel-only sentences. Instead, the cumulative amount of
the sentence present and the amount of vowel information
preserved served as predictors for listener performance. Re-
sults confirm the importance of vowels to sentence intelligi-
bility, as well as how dynamic transitional information at the
C-V boundary significantly improves the perceptual contri-
butions of consonants. Simply put, vowel information is es-
sential for sentence intelligibility, particularly when less of
the overall sentence duration is presented.
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The study investigated language and developmental factors in the use of visual information in
audiovisual speech perception in speakers from different language backgrounds. Mandarin-Chinese
and English adults and 8- to 9-year-old children were presented with /ba/, /da/, and /ga/ tokens
spoken by two English and two Mandarin-Chinese speakers. A syllable identification task was
presented in auditory-only, visual-only, and audiovisual �congruent and incongruent� conditions in
clear and in noise. The results showed an increase in the use of visual information in adults relative
to children in both the Chinese and English groups. In addition, a positive correlation between the
total visual effect and speechreading performance was found, suggesting that the smaller visual
influence in the bimodal condition for children might be accounted by their less sophisticated
speechreading ability. In regard to the language factor, it was found that Chinese perceivers use
visual information in their audiovisual speech processing to the same extent as English perceivers.
Finally, there was evidence for a “non-native speaker effect” �i.e., stronger visual effect for
non-native speech stimuli�, but only for the English participants. Results from the current study
suggest that the visual appearance of individual speakers and the acoustic-phonetic properties of
specific languages should be considered in future cross-language studies.
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I. INTRODUCTION

It is well accepted that people use visual �speechreading�
information in face-to-face communication. Visual speech
facilitates comprehension not only in the presence of back-
ground noise �Sumby and Pollack, 1954� but also when au-
ditory signals are clear and intact �Reisberg et al., 1987�.
Moreover, visual speech appears to influence perception
when it is discrepant with auditory speech as shown in the
“McGurk effect:” When a visual /ga/ syllable is combined
with an auditory /ba/ syllable, subjects report a response
�typically /da/� that provides the best fit to the conflicting
information �McGurk and MacDonald, 1976�.

Since the original report of the McGurk effect, the visual
biasing effect on speech perception has been established as a
robust effect in English-speaking cultures, but there is con-
flicting information as to whether this process of early audio-
visual integration might be universal or language/culture-
specific. Cross-linguistic studies of audiovisual perception
are essential to address this question, but there are difficult
methodological issues to address when designing such stud-

ies. If language-specific audiovisual stimuli are used with
different language groups, the comparison of visual weight-
ings across groups is likely to be affected by idiosyncrasies
of the stimuli used in each language. If common audiovisual
stimuli are used across language groups, the visual effect
might be biased by the fact that subjects seem to show
greater visual weighting when perceiving a non-native
speaker �“foreign language effect,” Sekiyama and Tohkura,
1993�. Both these approaches have been used in different
studies. Using audiovisual stimuli in which a synthesized
/ba/-/da/ continuum was synchronized with a computer-
animated visual face, Massaro et al. �1993� showed that the
influence of visible speech appeared to be of the same mag-
nitude for native speakers of Japanese, Spanish, and English.
In a later study �Massaro et al., 1995�, the same stimuli were
used to extend this cross-linguistic research to another lan-
guage, Dutch. Results in an open-set task showed that al-
though speakers of different languages might process audio-
visual speech in the same way, they do give judgments
corresponding to phoneme categories that occur in their na-
tive language. de Gelder and Vroomen �1992�, who mea-
sured the contribution of the visual source to bimodal speech
events by Mandarin-Chinese and Dutch speakers using Mas-
saro’s synthetic stimuli, also found that the mean visual ef-
fect did not differ significantly across the Chinese and Dutch
groups. In a recent study, Chen and Massaro �2004� used the
same synthesized five-level /ba/-/da/ continuum as in previ-
ous studies �Massaro et al., 1993, 1995� to examine bimodal
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speech perception of native Mandarin-Chinese speakers, and
found a significantly greater proportion of /da/ responses for
the Mandarin-Chinese speakers �M =0.58� than for the Eng-
lish speakers �M =0.44�. Although these differences might be
due to specific properties of the information input such as
differences in phonemic inventories or in the phonetic real-
izations of the syllables, the authors suggested that the un-
derlying nature of audiovisual speech processing is similar
across two languages and could be explained by the same
mathematical model of multimodal integration �i.e., fuzzy
logical model of perception; Massaro, 1998�.

Studies taking the approach of using language-specific
stimuli have found somewhat different and sometimes con-
flicting results. Using natural audiovisual stimuli, Sekiyama
and Tohkura �1993� tested Japanese and American partici-
pants on language-specific stimuli produced by a single
speaker in each language and found that the Japanese per-
ceivers showed a very weak McGurk effect when listening to
clear Japanese speech, but a highly-increased effect when
noise was added, while American participants showed evi-
dence of a McGurk effect in clear stimuli also. They pro-
posed possible cultural and linguistic factors that might ac-
count for the weak McGurk effect of Japanese speakers in
their native language. A potential cultural factor was the
norm of not directly looking speakers in the face during con-
versation, especially when the person is of a higher status.
They suggested that this cultural habit may cause Japanese
speakers to develop a type of processing that gives greater
weight to auditory information even in face-to-face commu-
nication. To test this hypothesis, Hayashi and Sekiyama
�1998� tested Chinese perceivers on the same Japanese and
English stimuli, as face-avoidance also occurs in the Chinese
culture, and found that the visual effect shown by Chinese
participants was similar to the Japanese perceivers for Japa-
nese stimuli and even weaker for the English stimuli. They
therefore claimed strong support for the face-avoidance hy-
pothesis.

However, another explanation for the weaker visual ef-
fect seen in Japanese perceivers may be linked to character-
istics of their phoneme inventory �Sekiyama and Burnham,
2008�. Indeed, Japanese contains only five vowels �/a/, /i/,
/u/, /e/, and /o/� and fewer consonants and syllable structures
than English, with no consonant clusters, resulting in a lower
degree of acoustic-phonetic complexity. Furthermore, Japa-
nese has less visually-identifiable elements than English and
lacks certain visually-salient consonants such as labiodentals
and interdentals �e.g., /f/, /v/, /�/, and /ð/� that are easy to
speechread. Since the acoustic-phonetic characteristics of
Japanese are relatively salient and the speechreading infor-
mation less so, it is suggested that Japanese speakers might
develop a more auditory-dependent type of speech process-
ing, with a significant use of visual information only when
the auditory speech is indistinct. A weaker McGurk effect in
Chinese perceivers might also be due to an auditory bias
linked to the tonal characteristics of the Chinese language,
given that tones, which can distinguish lexical items, are
more easily distinguished acoustically than visually. Japa-
nese is recognized as a pitch-accent language in which two
tones are applied to some particular strings of consonants

and vowels to create different meanings. Accordingly, if a
person’s auditory reliance in audiovisual speech perception
depends on the extent to which the perceiver’s native lan-
guage is tonal, the reduced McGurk effect in Japanese and
Chinese speakers may also be explained solely by the tonal
characteristics of their language.

One shortcoming of the studies carried out so far with
Chinese speakers is that they have all been carried out using
either non-native stimuli �e.g., Japanese and English stimuli
in the studies of Sekiyama et al. �2003�� or synthetic speech
stimuli that are less likely to induce a “native” mode of lis-
tening. For a proper test of whether there is evidence of a
lesser visual effect in Chinese speakers, it is therefore neces-
sary to test them with stimuli produced by native Chinese
speakers, as done in this study.

Another issue of interest regarding visual effects in
speech perception is the extent to which these are subject to
a developmental trajectory. In their original study, McGurk
and MacDonald �1976� included 3- to 5-year-old and 7- to
8-year-old children as well as adults and reported that the
two groups of English-speaking children displayed a smaller
overall visual influence than adults. Although the three
groups all identified auditory-only stimuli correctly, the
visually-influenced response rates were 59%, 52%, and 92%
for preschoolers, schoolchildren, and adults, respectively.
The reduced visual influence in children’s audiovisual speech
perception is robust, as it has been confirmed in later studies.
For instance, Massaro �1984� reported similar weaker visual
effects for children than adults using synthesized speech
sounds ranging from /ba/ to /da/ combined with a face articu-
lating either /ba/ or /da/. In order to further test a possible
explanation of this difference, children and adults were
tested with both auditory and visual sources and were re-
quired to identify speech events on the basis of the visual
source only �Massaro et al., 1986�. In the bimodal condition,
the differences in the percentages of correct auditory /da/
identifications for a visual /da/ and a visual /ba/ stimulus
were 82% for adults and 35% for children. Also, children
were found to be poorer speechreaders than adults �visual-
only scores of 79% for children vs 96% for adults�. A posi-
tive correlation was observed between speechreading ability
and the size of the visual contribution to bimodal speech
perception for both children and adults. The results clearly
argue in favor of poorer speechreading abilities leading to
lower effect of visual input in bimodal conditions in children
relative to adults. Hockley and Polka �1994� also reported a
developmental increase across ages �5-, 7-, 9-, 11-year-olds,
and adults� in speechreading ability and in the degree of
visual influence in audiovisual speech perception using the
McGurk paradigm. An adult-like response pattern was ob-
served in only half of the children in the oldest child group,
suggesting that the ability to use visual speech information
continues to develop beyond the age of 12.

In order to obtain detailed information of the role of
linguistic experience in the development of auditory-visual
speech processing, Sekiyama et al. �2003� combined the de-
velopmental and the cross-language McGurk paradigm to in-
vestigate the developmental and language factors in audiovi-
sual speech perception, using both Japanese and English
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stimuli. Visual influence was low for both Japanese and Eng-
lish 6-year-olds, and increased significantly by adulthood for
English but not Japanese participants. This suggests that the
inter-language difference in visual effect develops some time
between 6 years and adulthood �20 years�. In a recent study
�Sekiyama and Burnham, 2008�, the same paradigm was
used to test English and Japanese children aged 6-, 8-, and
12-year-old. While the 6-year-olds showed no difference in
response frequency and reaction time, there was a develop-
mental increase in visual influence between 6 and 8 years for
English children only, thus resulting in inter-language differ-
ences from 8 years onward. Sekiyama and Burnham �2008�
attributed these differences to the nature of the surrounding
language, such as phonological complexity and visual dis-
tinctness of a specific language.

Since previous data on bimodal speech perception for
Chinese adults are contradictory and based only on non-
native stimuli, and as there has been no developmental study
in Chinese children, the aim of this study was twofold. First,
using stimuli produced by both Chinese and English speak-
ers, the authors tested the hypothesis that Chinese adults
show a lower visual effect than English speakers, as previ-
ously found for Japanese adults. The second aim of the study
was to test whether the lack of developmental effect in Japa-
nese children could be replicated for children of another lan-
guage background �Mandarin-Chinese� that had also been
described as being less subject to a visual effect than Eng-
lish.

II. EXPERIMENT

In order to investigate language and developmental fac-
tors in audiovisual speech processing in native Chinese
speakers, the experimental procedures used by Sekiyama
et al. �2003� were partly replicated. An English control group
was chosen since the audiovisual speech perception of native
English speakers is well established from previous studies.

A. Participants

Two adult groups and two child groups participated in
this study. Gender was approximately balanced in each
group, all participants had normal �or corrected-to-normal�
vision, and none reported any history of speech or hearing
disorders. The adult groups included 22 Mandarin-Chinese
and 18 British English adults �age range: 20–54 years, mean
age: 31 years�. The Chinese adults were tested in Taiwan
where Mandarin is the formal language; none had lived in a
foreign country for more than 6 months. For most of the
Chinese adult participants, education in English as a foreign
language started at age 12 in schools that emphasized gram-
mar and reading rather than oral skills, and the average du-
ration of formal English education was 6 years. The child
groups included 20 Mandarin-Chinese children tested in Tai-
wan and 18 English children tested in the United Kingdom
aged between 8 and 10 years �mean age: 8.9 years�. This age
range was chosen because it was an age range at which a
cross-language difference was already significant in
Sekiyama and Burnham’s �2008� study.

B. Stimuli

Stimuli consisted of the syllables /ba/, /da/, and /ga/ ut-
tered by four speakers recorded in London �two Chinese and
two English, one male and one female in each language�.
The three consonants /b/, /d/, and /g/ and vowel /a/ have
phonemic status in both Mandarin-Chinese and English. Chi-
nese speakers were asked to pronounce the syllables with a
falling tone �tone 4� in Mandarin-Chinese. For all speakers,
video recordings were made in a sound-attenuated room. The
speaker’s face was set against a blue background and illumi-
nated with key and fill lights. The speaker’s head was fully
visible within the frame. Video recordings were made to a
Canon XL-1 DV camcorder. Audio was recorded from a
Bruel and Kjaer type 4165 microphone to both the cam-
corder and to a DAT recorder. The video channel was digi-
tally transferred to a PC and time-aligned with the DAT au-
dio recording, which was of higher quality than the audio
track of the video. Video clips were edited so that the start
and end frames of each token showed a neutral facial expres-
sion. Stimuli were down-sampled once the editing had been
completed �250�300 pixels, 25 f/s, and audio sampling rate
22.05 kHz� after the intensity of all stimuli had been normal-
ized to a fixed level.

Three types of stimuli were prepared: visual-only �V�,
auditory-only �A�, and audiovisual �AV� stimuli. Half of the
AV stimuli were audiovisually congruent, and half were au-
diovisually incongruent. To construct the incongruent
stimuli, tokens of /ba/, /da/, and /ga/ were selected that were
most similar in terms of their duration, intonation contours,
and facial movements. The A and V channels were aligned to
ensure that there was auditory-visual coincidence at conso-
nant release. As in Sekiyama and Burnham, 2008, the three
incongruent AV stimuli in this study were �1� auditory-ba/
visual-ga, �2� auditory-da/visual-ba, and �3� auditory-ga/
visual-ba. The V stimuli were created by cutting out the au-
dio track; in the A stimuli, the visual track was replaced with
a still face of the speaker with mouth closed. In order to test
whether visual influence is greater when the auditory signal
is less clear, a “noisy” condition was included for AV and A
conditions. Pink noise was added to the auditory channel
using SFS software �Speech Filing System, Huckvale, 2004�
at a signal-to-noise ratio �SNR� of �12 dB. This SNR level
was selected following a short pilot test in which different
levels were presented to one English and one Chinese lis-
tener. Only two conditions �clear and �12 dB� were included
since the noise factor was not the focus of the current study.

Experimental conditions were blocked according to the
modality �A, V, and AV� and the SNR of the auditory stimuli
�clear, �12 dB�, with four repetitions of each stimulus per
block. Thus, participants received 48 trials in each of the A,
A-noisy, and V blocks �3 consonants �4 speakers �4 rep-
etitions�, and 96 in each of the AV-clear and AV-noisy con-
ditions �3 auditory consonants �2 congruity types �4 speak-
ers �4 repetitions�. There were five AV practice trials before
the whole test began and the total number of trials per par-
ticipant was 336.
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C. Procedure

The testing software was designed using the CSLU tool-
kit �e.g., Cole et al., 1999�. The video stimuli with the speak-
er’s head fully visible were presented in a 3�3 in.2 frame
on the color monitor of a laptop, and the auditory channel
was presented to both ears at a comfortable listening level
through headphones. Since it was found in Jordan and Ser-
geant, 1998 that head height sizes of 42 mm did not lead to
a reduction in visual effects relative to full size heights, the
small frame used in this study was not expected to affect the
degree of visual bias, and had the advantage of providing
enough space for arranging the three response labels on the
screen. All participants were tested with the same apparatus
individually in a quiet room in Taiwan or in England. Con-
ditions were presented in the following order: AV, AV-noisy
�AVn�, A, A-noisy �An�, and V blocks. The V condition was
given last because of its difficulty and the A condition was
interposed to avoid a transfer of visual effect from AV to V
block. Within each block, stimuli were presented in random
order. The test was response-paced, with breaks after every
30 trials in the AV and AVn blocks.

In the AV condition, participants were instructed to click
on one of three labels on the screen �BA, DA, and GA� to
answer what they had heard while looking at and listening to
each syllable. For the Chinese children, three additional
“Zhuyin Fuhao” symbols �the national Chinese phonemic
system used in Taiwan� equivalent to the three syllables were
stuck next to the three corresponding buttons on the screen to
help their understanding. The classical /ða/ choice was not
included since /ð/ is not a valid consonant label in Mandarin-
Chinese. As in Sekiyama et al., 2003, “combination re-
sponses,” e.g., “bda” or “bga,” were also not allowed in or-
der to make the response alternatives less confusing for
young children. In the A condition, the participants’ task was
to answer only what they had heard. In the V condition, they
were asked to read lips and click on the label they thought
the speaker was pronouncing.1 During the whole test, which

lasted around 25 min for adults and 35 min for children, the
experimenter sat next to the participants to make sure they
were watching the screen at all times.

D. Results and discussion

1. Degree of visual effect

As in Sekiyama et al., 2003, the positive effect of visual
information was described as the difference between audi-
tory accuracy in the congruent AV stimuli �AV+� and in the
A stimuli, and negative �interference� effect was calculated
as the difference between auditory accuracy in the incongru-
ent AV stimuli �AV–� and A stimuli. For the main analyses,
these measures were calculated per participant across all four
speakers, as both perceiver groups heard the same number of
stimuli spoken by native and non-native speakers �see Fig.
1�. The total visual effect was measured by combining the
positive and negative visual effects �i.e., the difference of
correct auditory response between AV+ and AV– condi-
tions�, and this measure was used in the following analyses.

Group difference in the size of the visual effect was
analyzed via a repeated-measure ANOVA, with age and par-
ticipant language as across-subject factors and noise condi-
tion as within-subject factor. The main effects of age
�F�1,74�=20.275, p�0.0001� and noise �F�1,74�=683.041,
p�0.0001� were highly significant. The interaction effect
between age and noise factors �F�1,74�=9.871, p=0.002�
suggests greater visual influence for adults in the noisy con-
dition. However, there was no significant main effect of lan-
guage background �F�1,74�=0.223, p=0.639� so no evi-
dence of a lower degree of visual influence for Chinese
participants than English participants. To identify the source
of age factor, two separate ANOVAs were further conducted
for clear and noisy conditions. The source of difference for
age was from the noisy condition �F�1,74�=38.406, p
�0.001�, with no group differences in the clear condition
�F�1,74�=1.279, p=0.262�. Thus, these results suggest that

FIG. 1. Proportion of correct auditory
responses in AV-congruent �AV+�,
AV-incongruent �AV–�, and auditory
�A� conditions in each group. Error
bars show 1 standard error �s.e.�.
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the degree of visual influence was the same for Chinese and
English children at age 8 as well as in adulthood. There was
an increase in visual effect in adults relative to children in
both the Chinese and English groups but only in the noisy
condition �see Fig. 2�.

2. A-only and V-only conditions

The percentages of correct responses were calculated in
the A and V conditions �see Table I�. In the A-only condition,
repeated-measure ANOVAs showed that higher percentages
of correct responses were obtained in the clear than noisy
conditions �F�1,74�=1831.574, p�0.001�. The age-related
difference was significant �F�1,74�=58.193, p�0.001�:
Adults showed better performance than children in identify-
ing purely auditory signals, especially in the noisy condition
�age�noise interaction: F�1,74�=27.405, p�0.001�.

Similarly, in the V-only �speechreading� condition, the
results revealed an age-related difference only �F�1,74�
=31.325, p�0.001�, suggesting a developmental increase in
speechreading ability. A positive correlation was observed
between speechreading ability �score in V condition� and the

degree of overall visual effect �r=0.536, p=0.01; see Fig. 3�.
The pattern of results confirms that the less sophisticated
speechreading ability in children might be the reason for the
poorer performance in the bimodal conditions as suggested
in Massaro, 1984.

3. “Non-native speaker” effect

It was proposed in previous cross-language studies that
the visual effect was stronger for non-native speech stimuli
than for native speech stimuli �e.g., Sekiyama and Tohkura,
1993; Sekiyama et al., 1995; Fuster-Duran, 1996�. Since
both groups of participants perceived stimuli spoken by both
native and non-native speakers, the next analysis examined
whether there was a non-native speaker effect across lan-
guage and age groups. In the calculation of the total visual
effect, the stimuli were further divided according to the two
speaker groups, i.e., Chinese and English. Combining the
visual effect under clear and noisy conditions, all participants
showed a greater visual effect when the stimuli were Chi-

FIG. 2. Mean proportion of visual effect �different between auditory accu-
racy in AV+ and AV–� across four groups under clear and noisy conditions.
Circles represent outliers with values between 1.5 and 3 s.e.

TABLE I. Percent correct scores for Chinese �Chi� and English �Eng� speaker groups in the auditory-only �A� �in clear and in noise� and visual-only �V�
conditions for the four perceiver groups. Standard deviant measures are given in parentheses.

Condition

Speaker

A clear A noise V

Perceiver Chi Eng Total Chi Eng Total Chi Eng Total

Chinese children �n=20� 94.4�6.5� 88.6�10.5� 91.5�8.1� 63.6�11.0� 45.8�8.5� 54.7�8.4� 61.4�15.2� 60.0�12.0� 60.7�12.0�
Chinese adults �n=22� 99.5�1.4� 99.1�2.1� 99.3�1.6� 84.9�10.9� 61.4�9.7� 73.2�6.7� 74.1�10.1� 76.5�13.4� 75.3�10.2�
English children �n=18� 97.9�4.3� 98.9�2.3� 98.3�2.2� 55.7�10.8� 60.2�9.4� 57.9�6.7� 57.3�11.3� 64.9�12.7� 61.1�9.2�
English adults �n=18� 99.1�2.3� 100�0.0� 99.5�1.1� 64.8�8.3� 65.7�11.1� 65.3�8.1� 65.3�9.9� 79.9�11.8� 72.6�9.1�
All �N=78� 97.7�4.5� 96.6�7.2� 97.1�5.4� 68.1�15.1� 58.1�12.1� 63.1�10.4� 64.9�13.2� 70.4�14.8� 67.7�12.1�

FIG. 3. Correlation between the proportion of visual correct response and
the size of total visual effect for all participants.
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nese, which might be due to individual characteristics of the
two Chinese speakers. The difference in visual effect for the
Chinese and English speakers was significantly greater for
English participants �F�1,74�=17.793, p�0.001�, suggest-
ing that English children and adults were more influenced by
visual information when the speakers were non-native �see
Figs. 4 and 5�. There was no evidence of a greater magnitude
of this non-native speaker effect in children than adults.

In summary, an evident increase in the use of visual
information between the 8- and 9-year-old and adult groups
was found in both Chinese and English groups in noisy con-
ditions. In the A-only and V-only conditions, adults also
showed overall a better performance than children, irrespec-
tive of their language background. In addition, as in previous
findings by Massaro �1984�, the authors’ results provide fur-
ther evidence that the smaller influence of visual information
in the bimodal condition for children might be accounted for
by their less sophisticated speechreading ability.

III. GENERAL DISCUSSION

The current study aimed to provide a better understand-
ing of the role of language experience in the development of
audiovisual speech processing. First, it examined whether the
lower visual effect in Japanese adults and the lack of devel-
opmental effect in Japanese children seen in Sekiyama et al.,
2003 could be replicated for speakers of another language
background �Mandarin-Chinese� that has also been described
as being less subject to a visual bias than English. It was
expected that Mandarin-Chinese perceivers would show
lower effect of visual information according to a number of
hypotheses, including cultural and linguistic factors
�Sekiyama, 1997; Sekiyama et al., 2003�. Nevertheless, a
direct comparison of results for Chinese and English adults
in the current study showed inconsistent evidence. When lis-
tening to native speakers of their language, contrary to ex-
pectations, Chinese perceivers showed a greater degree of

visual influence than did English perceivers and both groups
scored similarly in the A- and V-only conditions. The incon-
sistent result challenges the possible cultural and linguistic
hypotheses. The cultural habit of face-avoidance is less ob-
served in the younger Japanese generation due to the influ-
ence of western cultures �Isei-Jaakkola, 2006� and there
seems to be a similar trend in the Taiwanese society. Since
this face-avoidance habit might be more prevalent in the
older generation, this reduction in face-avoidance culture
might partly explain the variation in Chinese adults’ perfor-
mance between previous studies and the current study. As for
the linguistic factor, the tonal hypothesis �Sekiyama et al.,
2003� suggests that speakers of tone languages would show a
lower degree of visual influence, as auditory cues are more
informative for tone perception than visual cues. Although it
may be true that auditory information is more informative in
identifying tones, it does not necessarily imply that there is
no visual information for lexical tone. In fact, recent studies
have shown that there are some articulatory changes for dif-
ferent tones in Mandarin-Chinese, especially for tone 3
�Erickson et al., 2004; Hoole and Hu, 2004�. Recent studies
have also shown that perceivers may be able to distinguish
tones to some extent based on visual information alone even
when their native language is not tonal �Australian English
speakers� �Burnham et al., 2001�. Furthermore, Chen and
Massaro �2008� found that Mandarin-Chinese participants
from Mainland China or Taiwan who were taught specific
identification strategies could use the speakers’ neck activi-
ties and head/chin movements to discriminate tones in
Mandarin-Chinese, especially tone 1 and tone 3. Since both
tonal and non-tonal native speakers seem to use some visual
information in identifying tone variations and the tonal infor-
mation did not induce greater auditory reliance in the
McGurk effect, the tone hypothesis still awaits further inves-
tigation.

Another possible linguistic explanation for the result in
the current study of a similar visual effect between English

FIG. 4. Comparison of the proportion of visual effect between the Chinese
and English speaker groups for the four perceiver groups in clear condition.
Asterisks represent extremes with values greater than 3 s.e.

FIG. 5. Comparison of the proportion of visual effect between the Chinese
and English speaker groups for the four perceiver groups in noisy condition.
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and Chinese participants is the fact that Chinese has a rich
phonetic inventory. Unlike Japanese, which has only 5 vow-
els, there are 16 vowels in Mandarin-Chinese. In terms of
consonant inventories, there are 21 consonants in Mandarin-
Chinese. Although there are no consonant clusters, it has
visually-identifiable labio-dental /f/, which is easy to lip-
read. In addition, there are two sets of syllable onsets that are
identified by the retroflex and lip-rounding properties �i.e.,
/jhih, chih, shih, rih/ vs /zih, cih, sih/�.2 Since speechreading
information is useful for Mandarin-Chinese speakers under
certain circumstances, the assumption that Mandarin-
Chinese speakers possess a more auditory-dependent type of
speech processing than English speakers �Sekiyama, 1997�
might need to be checked further. In fact, in a study exam-
ining how native language affects audiovisual perception of
non-native speech, Chinese participants relied more on vi-
sual information for unfamiliar sounds compared to Korean
subjects �Wang et al., 2007�. Sekiyama and Burnham �2008�
also suggested that a broader language environment, rather
than the single tonal hypothesis, might be the crucial factor
in the developmental onset of inter-language differences be-
tween Japanese and English auditory-visual speech percep-
tion.

The “non-native speaker effect” was another issue ex-
amined in this study. The hypothesis is that people use more
visual information �as shown by a greater visual effect� when
the stimuli are non-native �e.g., Sekiyama and Tohkura,
1993�, even if the speakers are producing syllables that occur
in the phoneme inventory of the listeners’ language. In the
current study, it was found that when the stimuli were pre-
sented audiovisually, English perceivers used significantly
more visual information when the stimuli were Chinese,
even though they were poorer at speechreading Chinese
speakers in the visual-only condition. This therefore shows
evidence of a non-native speaker effect. However, Chinese
native perceivers did not show such a difference between the
two language speaker groups, which countered this hypoth-
esis. The lack of non-native speaker effect in Chinese par-
ticipants is consistent with Hayashi and Sekiyama’s �1998�
study. A possible explanation is that while none of the Eng-
lish participants had learned Chinese, all the Chinese partici-
pants had knowledge of English through the classes they had
taken for at least 6 years in school. In addition, they have
many opportunities to watch English speakers on television
or other media. Furthermore, in Taiwan, many English teach-
ers in bilingual schools or after-school classes are native
English speakers. Thus, this familiarity for English speakers
might account for the lack of non-native speaker effect in
Chinese participants. Chinese participants showed much bet-
ter auditory accuracy for Chinese tokens in the A-only con-
dition. Chinese participants may have shown differences be-
tween the native and non-native stimuli in the A-only
condition because of the tonal characteristic of Mandarin-
Chinese. Since the Chinese stimuli in the current study were
pronounced using tone 4 in Mandarin and were real words in
Chinese, it might be easier for Chinese speakers to distin-
guish the three syllables. It should be noted that one limita-
tion of the current study regarding the non-native speaker
effect hypothesis is the fact that only two speakers were in-

cluded in each language group. Thus, to investigate the non-
native speaker effect in detail, future studies should include
more speakers in each language group in order to reduce the
impact of individual speaker variations. Indeed, given that
McGurk studies have typically used small numbers of speak-
ers, discrepancies across studies may be due to differences in
the visual clarity of individual speakers. Visual weighting
may also be affected by methodological issues such as the
choice of headphone over loudspeaker presentation. If visual
weighting can so easily be changed as a result of individual
speaker characteristics or differences in methodology, how-
ever, it might be possible that these considerations would be
a more fundamental reason for the variation in audiovisual
speech perception seen across audiovisual studies than
language-related factors.

Finally, an evident developmental increase in the use of
visual information was found in both Chinese and English
groups in noisy conditions, which is in accordance with pre-
vious and recent studies for English participants �e.g.,
Sekiyama and Burnham, 2008�. In addition, in the A-only
and V-only conditions, adults also showed overall better per-
formances than child groups, irrespective of their language
background. As in previous findings by Massaro et al.
�1986�, a positive correlation between the total visual effect
and speechreading performance was found. Therefore, the
authors’ results provide further evidence that the smaller in-
fluence of visual information on the bimodal condition for
children might be accounted by their less sophisticated
speechreading ability. In sum, the current study suggests that
there is a general tendency for visual speech processing to
increase over age for both Chinese and English subjects, and
this speechreading ability might facilitate the acquisition of
audiovisual speech perception.

In conclusion, the current study suggests that Mandarin-
Chinese native speakers are no different from English native
speakers in their use of visual information in auditory-visual
speech perception at the age of 8 as well as in adulthood. The
degree of visual bias in the two groups does not seem related
to face-avoidance or tonal aspects of language. In regard to
the non-native speaker effect, only the English perceivers
showed stronger visual effect for the non-native stimuli.
Whether this non-native speaker effect is related to indi-
vidual speaker characteristics, to the assumed non-nativeness
of the speakers based on their visual appearance or their
acoustic-phonetic properties of the stimuli still awaits further
investigation.

1Although the different instructions given for each condition might have
introduced a bias, the same stimuli were used in a later study �Hazan and
Li, 2008� in that subjects were asked to “decide which syllable they per-
ceived” after each presentation and the same general visual effect for the
AV stimuli was obtained.

2The sounds are represented by Tongyong Pinyin, one of the Romanization
systems of the Chinese language used in Taiwan.
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Learning English vowels with different first-language vowel
systems II: Auditory training for native Spanish
and German speakersa)
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This study investigated whether individuals with small and large native-language �L1� vowel
inventories learn second-language �L2� vowel systems differently, in order to better understand how
L1 categories interfere with new vowel learning. Listener groups whose L1 was Spanish �5 vowels�
or German �18 vowels� were given five sessions of high-variability auditory training for English
vowels, after having been matched to assess their pre-test English vowel identification accuracy.
Listeners were tested before and after training in terms of their identification accuracy for English
vowels, the assimilation of these vowels into their L1 vowel categories, and their best exemplars for
English �i.e., perceptual vowel space map�. The results demonstrated that Germans improved more
than Spanish speakers, despite the Germans’ more crowded L1 vowel space. A subsequent
experiment demonstrated that Spanish listeners were able to improve as much as the German group
after an additional ten sessions of training, and that both groups were able to retain this learning. The
findings suggest that a larger vowel category inventory may facilitate new learning, and support a
hypothesis that auditory training improves identification by making the application of existing
categories to L2 phonemes more automatic and efficient.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3148196�

PACS number�s�: 43.71.Hw, 43.71.Es �RSN� Pages: 866–877

I. INTRODUCTION

One could imagine that the task of learning a second-
language �L2� vowel system would be fundamentally differ-
ent for adults with small and large native-language �L1�
vowel systems. For example, novice learners are thought to
apply their existing L1 categories to perceive L2 phonemes
�e.g., Best, 1995; Best et al., 2001; Trubetzkoy, 1969�. This
can create ambiguity for individuals who have a small num-
ber of L1 vowels, because there are likely to be situations
when multiple L2 vowels are assimilated into the same L1
category, making them sound the same �e.g., Spanish speak-
ers hearing English /i/ and /(/ as the same as Spanish /i/;
Escudero and Boersma, 2004; Flege et al., 1997; Iverson and
Evans, 2007; Morrison, 2002�. Moreover, individuals with
smaller vowel inventories may use fewer dimensions to dis-
tinguish L1 vowels �e.g., only F1 and F2�, and need to be-
come sensitive to other aspects �e.g., quantity, diphthongal-
ization, and nasalization� to distinguish vowels in the L2
�e.g., see Bohn, 1995; Bohn and Flege, 1990; Gottfried and
Beddor, 1988; Iverson and Evans, 2007; McAllister et al.,
2002�.

Individuals with large and complex L1 vowel systems
may likewise have an early advantage in L2 vowel percep-
tion, but their large numbers of categories may make further
learning difficult. For example, Flege’s �1995, 2003� Speech
Learning Model �SLM� claims that L1 and L2 vowels exist

in the same phonological space, and learning a new vowel is
harder when it is close to an existing category. Individuals
with larger L1 vowel systems may therefore have a relatively
crowded vowel space that interferes with the formation of
new categories, whereas those with smaller L1 vowel spaces
may have more room to learn, although it is not clear
whether individuals with fewer categories actually have
more “uncommitted” vowel space �e.g., Meunier et al.,
2003�. Moreover, individuals with smaller vowel inventories
likely have more incentive to learn given that they have more
initial difficulties with L2 vowels.

The available evidence, however, suggests that individu-
als with large and small L1 vowel systems may learn L2
vowel systems similarly. The types of L1-L2 interactions de-
scribed above have been well established for individual
vowel contrasts such as /i/-/(/ �e.g., Flege et al., 1997; Flege
et al., 2003�, but we recently found that these kinds of local
interactions did not produce fundamentally different ways in
which individual Spanish, French, German, and Norwegian
listeners learn the English vowel system �Iverson and Evans,
2007�. Our study took an individual difference approach,
comparing English vowel perception and category represen-
tations among listeners with a wide range of L1s, but did not
examine learning within individuals �e.g., training or longi-
tudinal study�. There were large overall differences in how
accurately the language groups recognized English vowels,
with lower scores for listeners with smaller L1 vowel sys-
tems �i.e., Spanish and French� and higher scores for those
with larger L1 vowel systems �i.e., German and Norwegian�.
However, the acoustic cues that they used were the same; all

a�
Part I: Iverson, P., Evans, B. G. �2007�. “Learning English vowels with
different first-language vowel systems: Perception of formant targets, for-
mant movement, and duration,” J. Acoust. Soc. Am. 122, 2842–2854.
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groups relied on primary acoustic cues such as F1/F2 target
formant frequencies, as well as more fine-grained cues such
as formant movement and duration, even though Spanish and
French vowels do not contrast in formant movement and
duration whereas German and Norwegian vowels do �see
also Bohn, 1995�.

Moreover, our results also suggested that individuals
with small and large L1 vowel systems both had learned
aspects of the English vowel inventory �Iverson and Evans,
2007�. The subjects completed a vowel space mapping task
in which they found best exemplars for vowels in their L1
and L2 �English�, and all language groups had systematic
differences between their L1 and L2 vowels. For example,
the Spanish vowel space had five best exemplars with little
formant movement or duration contrast, but the L1 Spanish
speakers chose best exemplars for English that were mark-
edly different, with formant movement and duration contrast,
as well as a larger number of distinct categories. The Nor-
wegian vowel space was larger �22 vowels�, but there were
still differences in the vowels that they chose for English;
their English /(/ vowel, for example, had a spectrum like that
of native English speakers even though Norwegians assimi-
late English /(/-/i/ into a Norwegian /i/-/i:/ contrast that is
made purely with duration. All groups �Spanish, French,
German, and Norwegian� exhibited similar amounts of learn-
ing, even though L1 assimilation judgments indicated that
this learning was not completely necessary for Germans and
Norwegians. That is, nearly all English vowels were assimi-
lated into a unique L1 category in German and Norwegian,
so these listeners could have, in theory, simply used their
existing L1 vowels when listening to English. We thus found
no evidence that the larger L1 vowel spaces interfered with
new learning.

Such cross-language comparisons are difficult because
one cannot completely match the learning experience of dif-
ferent subject groups. For example, even if one could find
Spanish and German speakers with identical amounts and
ages of English classroom instruction, they could differ, for
example, in the type of instruction they received, their expo-
sure to English outside of the classroom, and their individual
motivations to learn. The approach of the present study was
to control for experience by giving both groups the same
amount of auditory training, to further compare the learning
of English vowels by individuals with L1 vowel systems that
are small and large; Spanish has five vowels with no diph-
thongs or duration contrast �e.g., Delattre, 1965; Flege, 1989;
Stockwell and Bowen, 1965� whereas German has 18 vowels
with diphthongs and duration contrast �e.g., Delattre, 1965;
Strange et al., 2005�. The aim was to examine how their
vowel recognition accuracy, L1 assimilation, and vowel
space mapping differed before and after training, in order to
evaluate whether the Spanish and German L1 vowel spaces
made these individuals learn differently.

Several recent studies have adapted the high-variability
phonetic training method �Logan et al., 1991� to vowel
stimuli, for the purpose of training Japanese adults on Eng-
lish vowels �Lambacher et al., 2005; Nishi and Kewley-Port,
2007�, English adults on the Japanese vowel-length contrast
�Hirata et al., 2007; Tajima et al., 2008�, and English adults

on German non-low vowels �Kingston, 2003�. Training Japa-
nese adults on monophthongal English vowels has been suc-
cessful, improving performance by 16–25 percentage points
�Lambacher et al., 2005; Nishi and Kewley-Port, 2007; see
also Kingston, 2003�, whereas training English adults on
Japanese vowel-length contrasts has generally yielded
smaller degrees of improvement that do not always general-
ize to untrained phonetic contexts and speaking rates �Hirata
et al., 2007; Tajima et al., 2008�. Most training protocols
have trained listeners using closed-set responses �e.g., long
vs short� and small numbers of vowels �e.g., 5�. However,
Nishi and Kewley-Port �2007� suggested that training on
larger sets is more effective overall than concentrating on
only the most difficult vowels; Japanese adults who were
trained on a set of nine English vowels had broad improve-
ment for all nine vowel categories, but those that were
trained on only the three most difficult vowels improved only
for these three vowels. The present study trained adults on an
even larger set: 14 English vowels including diphthongs.

Previous work on English vowel training has embedded
the vowels in CVC contexts �Lambacher et al., 2005; Nishi
and Kewley-Port, 2007�. The present study instead trained
listeners on real English minimal-pair words, to increase the
range of phonetic variability and the naturalness of the train-
ing materials. Very few minimal pairs can be found that can
span the set of 14 English vowels, so we divided this vowel
space into four subsets based on cluster analyses of previous
vowel confusion data by L2 speakers of English �Iverson and
Evans, 2007�. For example, listeners could hear the word pet
and be given the response alternatives pet, part, pat, and
putt. They were thus trained on a relatively large set of vow-
els, but were given response alternatives that were restricted
to a subset of words that they would be expected to confuse.

Training improvements can be difficult to compare
across different performance levels because we do not fully
understand the underlying mechanisms. For example, there is
no way of knowing whether a subject who improves from
20% to 40% recognition accuracy has actually learned the
same amount as an individual who improves from 70% to
90%, because we do not know exactly what people are learn-
ing and how this translates to identification accuracy. In or-
der to avoid this issue, we selected Spanish and German
speakers so that they were matched in terms of their pre-test
English vowel identification accuracy. Spanish speakers
would normally be expected to be worse than Germans at
English vowels, given their small L1 vowel system �Iverson
and Evans, 2007�. To help equalize this difference, we tested
Spanish speakers in London �i.e., regular exposure to Eng-
lish� and tested German speakers in Germany who had little
exposure to English outside of the classroom and media. The
groups thus differed somewhat in English exposure, but were
the same in terms of how well they recognized English vow-
els.

Both groups of subjects were given the same battery of
pre and post tests. They were tested on /b/-V-/t/ words and
talkers that were not part of the training set, in order to
evaluate their degree of training improvement. Subjects were
also tested in terms of L1 assimilation because it is thought
that novice learners, at least, perceive vowels in terms of
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their native-language phonology �e.g., Best, 1995�; we
wished to evaluate whether these assimilation patterns could
predict recognition accuracy as well as explain improve-
ments in training. Subjects were additionally tested using a
vowel space mapping procedure, in which they found best
exemplars for English vowels in a large 5-dimensional vowel
space that included F1 and F2 target frequencies, F1 and F2
formant movement, and duration �see Iverson and Evans,
2007; Iverson et al., 2006�. This evaluated how their under-
lying notions of what vowels sound good in English changed
with training; our previous work demonstrated that individu-
als whose best exemplars are closer to those of L1 English
speakers are also more accurate at recognizing natural re-
cordings of English vowels. Experiment 1 evaluated perfor-
mance immediately after training. Experiment 2 evaluated
retention, as well as the effect of additional training.

II. EXPERIMENT 1: AUDITORY-PHONETIC TRAINING

A. Method

1. Subjects

A total of 33 subjects were initially tested �17 Spanish
and 16 German�. Pre-test English vowel identification accu-
racy �see Procedure, Sec. II A 4� ranged somewhat lower for
Spanish speakers �30%–83%� than for Germans �42%–
89%�. In order to match the groups on this measure, the three
highest-accuracy German subjects �scores of 87%–89%� and
four of the five lowest-accuracy Spanish subjects �scores of
30%–50%� were dropped from the data analysis, creating
two groups of 13 subjects each; one relatively low-accuracy
Spanish subject �41%� was retained in the study to provide a
match for the lowest-accuracy German subject �42%�. In
these matched groups, the ranges of identification accuracy
scores were 41%–83% �mean 67%� for Spanish speakers and
42%–86% �mean 68%� for German speakers. This matching
made the interpretation of group differences clearer, but it
should be noted that the significant statistical differences re-
ported here �see Results, Sec. II B� remained significant even
when all of the original 33 subjects were included.

The Spanish subjects in the matched group were all
tested in London and had 1–72 months of experience living
in English-speaking countries �median 18 months�. They
were 21–40 years old �median 27 years�, and began learning
English when they were 6–34 years old �median 14 years�.
They came from several countries �Spain, Mexico, Colum-
bia, Peru, Ecuador, Cuba, and Venezuela� but all had a stan-
dard Spanish five-vowel system.

The German subjects in the matched group were tested
in Potsdam, Germany, and none had lived in English-
speaking countries. They were 19–38 years old �median
25 years�, and began learning English when they were
9–15 years old �median 12 years�. The subjects were pre-
dominantly from the Brandenburg region of Germany, and
none had non-standard German vowel systems.

The two groups were thus quite different in terms of the
length of experience living in English-speaking countries.
They were also slightly different in terms of the age of first
instruction �median 12 years for German and 14 years for

Spanish�, even though their median duration of English use
�age at test minus age of first instruction� were the same
�13 years�. In order to evaluate whether these differences
could affect the extent that listeners benefited from training,
the degree of training improvement �post- minus pre-test
identification accuracy; see Results, Sec. II B� was compared
using Pearson correlations to the experience and age of first
instruction measures, separately for each language group.
None of these correlations was significant, p�0.05, suggest-
ing that the age at which the subjects began learning English
or the amount of time they spent living in English-speaking
countries did not substantially affect the main experimental
results.

In order to evaluate English language skills independent
of their perceptual abilities, all subjects were given the writ-
ten grammar portion of the Oxford Placement Test I �Allan,
1992�. The two language groups did not differ significantly
on this measure, p�0.05. The average percentages of correct
answers were 68% for Spanish speakers and 59% for Ger-
mans, indicating that the subjects predominantly had a
lower-intermediate level of English competence �i.e., a func-
tional, but not fluent, command of English�.

2. Apparatus

The pre and post tests were conducted in quiet rooms,
with stimuli played over headphones at a user-controlled
comfortable level, and computers �PC and PDA� producing
the stimuli and collecting responses. All training was con-
ducted by subjects on their own; they borrowed PDAs, or the
training software was installed on their own laptops. The
training software created password-protected log files that
the subjects could not access, so that we could verify that
they completed all sessions.

All stimulus recordings were made in an anechoic cham-
ber with 44 100 16-bit samples per second, and later down-
sampled to 11 025 samples per second.

3. Stimuli

a. Training
Recordings of English words were made from five

speakers of British English, two male and three female. The
words were groups of minimal pairs selected by dividing 14
British English vowels into four clusters: /�/, /Ä/, /a/, /#/ �e.g.,
pet, part, pat, putt�; /i/, /(/, /a(/, /e(/ �e.g., feel, fill, file, fail�;
/u/, /.*/, /Å/ �e.g., was, woes, wars�; and /u/, /a*/, /// �e.g.,
shoot, shout, shirt�. The clusters were selected by conducting
a hierarchical cluster analysis on previous English vowel
identification data by native Spanish and German speakers
�Iverson and Evans, 2007�; the first three clusters comprised
vowels that were mutually confusable by many listeners, and
the last cluster �i.e., /u/, /a*/, ///� was formed of remainders
�i.e., vowels that were not strongly clustered with others�.
There were 10 sets of minimal pair words for each for the 4
clusters, for a total of 140 words. Each speaker recorded each
word twice. All words were displayed to speakers one at a
time in a random order during the recording session, to avoid
list intonation.
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b. Pre/post tests
Recordings of English /b/-V-/t/ words were made from

two speakers of British English, one male and one female.
Neither of these speakers and none of the words were used in
the training corpus, such that all pre/post tests measured gen-
eralization to new stimuli. The speakers read the words beat
/i/, bit /(/, bet /�/, Burt ///, bat /a/, Bart /Ä/, bot /"/, but /#/,
bought /Å/, boot /u/, bait /e(/, bite /a(/, bout /a*/ and boat
/.*/; English vowels that would create non-words in the /b/-
V-/t/ context �e.g., /*/� were not included in the study. Four
repetitions of these 14 English words were recorded for each
talker, for a total of 112 stimuli.

A large set of synthesized stimuli from a previous study
�Iverson and Evans, 2007� was used to map best exemplars.
The stimuli were synthesized /b/-V-/t/ words embedded in a
naturally spoken sentence frame �Say�again, spoken by a
male speaker of British English�, including the /b/ burst and
the /t/ stop gap from the natural recording. The vowel stimuli
were created using the cascade branch of a Klatt synthesizer
�Klatt and Klatt, 1990�. The synthesis parameters were cho-
sen so that the synthesized vowel approximated the original
vowel in the natural carrier sentence in terms of F0, ampli-
tude contours, and spectrum. The stimuli primarily varied
F1, F2, and duration, with some covaried variation in F3 �F3
was normally fixed to 2500 Hz, but was raised to be 200 Hz
greater than F2 whenever F2 was greater than 2300 Hz�. The
F1 and F2 formant frequencies changed linearly from the
beginning to the end of the vowel, and there were no addi-
tional consonantal formant transitions. F1 frequency was re-
stricted so that it had a lower limit of 5 ERB �Glasberg and
Moore, 1990� and an upper limit of 15 ERB. F2 frequency
was restricted so that it had a lower limit of 10 ERB, was
always at least 1 ERB higher than F1, and had an upper limit
defined by the equation F2=25− �F1−5� /2. The stimuli were
synthesized in advance with a 1 ERB spacing of the vowel
space, and with 7 log-spaced levels of duration �54, 75, 104,
144, 200, 277, and 383 ms�, for a total of 109 375 individual
stimuli. The ERB and log-duration transforms allowed us to
efficiently distribute the stimuli with regard to perception.

4. Procedure

a. Training
There were 5 sessions of high-variability phonetic train-

ing consisting of 225 trials of vowel identification with feed-
back, and an initial 14-trial practice session. The training
sessions were run with no more than one session per day, and
the entire course of training was completed over 1–2 weeks.
The duration of each session was approximately 45 min.
There was a different talker each session, and all subjects
heard the talkers in the same order.

On each trial, subjects heard a stimulus word and
clicked on three or four minimal-pair alternatives �depending
on vowel; see stimulus description�. For example, they could
hear slit and be asked whether it sounded like sleet, slit,
slight, or slate. The stimulus word was played before the
response alternatives were shown, with the intent that the
initial recognition of the word would be open set �e.g., not
primed by the response alternatives�, even though they gave
a closed-set response. Every response word was accompa-

nied by a more common word that had the same vowel �e.g.,
seed, sit, night, and eight� in case the response word was
unfamiliar to the subjects. These example words were the
same whenever that vowel appeared as a response, and the
subjects were shown these example words during the initial
instruction of the experiment.

If subjects gave a correct response, they saw “Yes!” on
the computer screen accompanied by a cash register sound,
then heard the word one more time. If subjects gave a wrong
response, they saw “Wrong” on the computer screen accom-
panied by two tones with descending pitch, heard the correct
word played, then heard a four-stimulus alternating series of
the correct word, the incorrect response, the correct word,
and the incorrect response. For example, if the stimulus word
was slit and they clicked on the sleet response, they would
hear an alternating series of slit, sleet, slit, and sleet so that
they could learn the contrast between these two words.

Within each 225-trial training session, the first 70 trials
were 5 repetitions of the 14 vowels in a random order, the
next 85 trials were chosen adaptively based on the subject’s
errors, and the last 70 trials were 5 repetitions of the 14
vowels in a random order. This design ensured that all sub-
jects were trained on all vowels at the beginning and end,
while allowing some of the training to be customized to fit
the needs of each individual subject. The adaptive trials were
selected randomly, with the selection probability of an indi-
vidual vowel being weighted by combining the proportions
of misses and false alarms for that vowel. That is, the prob-
ability of a vowel being selected increased when it was iden-
tified incorrectly, or when that vowel was chosen incorrectly
as a response when another stimulus had been played.

The stimulus words on each trial were chosen randomly
for each vowel. That is, if the trial was intended to have an /i/
stimulus, the computer program randomly chose one of the
ten minimal-pair stimulus words that had this vowel. This
random selection was blocked, such that each of the ten
minimal-pair word sets was used once before the list was
recycled.

b. Pre/post tests

i. Vowel identification
Subjects heard natural recordings of English /b/-V-/t/

words and gave a closed-set identification response �all 14
words as response options�. To give their response, they
mouse clicked on a button which listed the stimulus word
�e.g., bot� as well as a common English word that had the
same vowel �e.g., hot�. Prior to starting the experiment, they
heard the speaker read a short story �i.e., The North Wind
and The Sun� in order to familiarize them with the talker.
They were shown the word response alternatives and were
able to ask questions if they were unsure which vowels were
indicated. The experiment was run twice �once for each
talker�, with four repetitions of each of the 14 vowels in a
random order.

ii. L1 assimilation
Subjects heard natural recordings of English /b/-V-/t/

words and identified which of their own L1 vowels sounded
closest to the vowel in the word that they heard. They were
told that even though these were English vowels, they should
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be classified as if they were listening to an L1 English
speaker who was trying to speak their language. After each
identification, they mouse clicked on a graphical continuum
to rate whether this stimulus was close or far away from this
L1 vowel category. The experiment was run twice �once for
each talker�, with two repetitions of each of the 14 vowels in
a random order.

iii. Vowel-space mapping
On each trial, subjects saw an English /b/-V-/t/ word on

the computer screen �e.g., bot�, as well as a more common
word that had the same vowel �e.g., hot�, and heard a stimu-
lus �synthesized /b/-V-/t/ embedded in a natural carrier sen-
tence�. They rated on a continuous scale how far away the
/b/-V-/t/ that they heard was from being a good exemplar of
the printed word. Their ratings were given by mouse clicking
on a continuous bar presented on a computer screen.

A goodness optimization procedure �Evans and Iverson,
2004, 2007; Iverson and Evans, 2003, 2007; Iverson et al.,
2006� was used to iteratively change the stimuli that subjects
heard on each trial, to search through the multidimensional
stimulus space for good exemplars of each vowel. The full
procedure will not be described here �see Iverson and Evans,
2007�, but it involved simplifying the dimensionality of the
search by finding best exemplars along straight-line paths
that cut through the five-dimensional space, and efficiently
choosing stimuli along each path so that they would be likely
to be near to good exemplars �e.g., weighting the stimulus
selection based on the subjects’ previous responses�. There
were a total of seven search vectors and five trials per vector
for each vowel. That is, subjects were able to find best ex-
emplars after 35 trials, despite the large stimulus set
�109 375 stimuli� and wide range of possible acoustic values
available to subjects.

B. Results and discussion

1. Vowel identification

Figure 1 displays the vowel recognition accuracy for
Spanish and German speakers before and after training. The
subjects had been matched to minimize the pre-test differ-
ences between Spanish and German listeners, which is re-
flected in the similar pre-test boxplots. The post-test scores
demonstrated improvement with training for both groups.
However, the Spanish speakers improved relatively modestly
�average 10 percentage points�, while the German speakers
improved twice as much �average 20 percentage points� and

began to reach ceiling performance. These differences were
confirmed with a repeated-measures analysis of variance
�ANOVA� on arc-sin transformed scores. Specifically, there
was a significant within-subject effect of pre/post, F�1,24�
=105.7, p�0.001, demonstrating an overall improvement
with training, and a significant interaction of pre/post and
language group, F�1,24�=14.7, p�0.001, demonstrating
that the two groups learned to different degrees; there was no
main effect of language group, p�0.05. The results thus
suggest that the relatively crowded vowel space of German
speakers actually may have made vowel learning easier,
rather than providing interference.

Hierarchical cluster analysis of the pre-test data revealed
that Spanish subjects most frequently confused /i/-/(/,
/a/-/#/-/Ä/, and /"/-/Å/; Germans most frequently confused
/�/-/a/-/#/, and /Ä/-/.*/-/"/-/Å/-/a*/. After training, the two
language groups improved both for these difficult clusters
and for words that were not as strongly clustered. That is,
there was a general improvement in vowel identification
rather than a pattern of improvement that was markedly
stronger or weaker for individual pairs. The improvement of
Germans for /Ä/-/.*/-/"/-/Å/-/a*/ is notable because these
words crossed the minimal-pair clusters used in the training.
That is, Germans decreased their confusions for pairs like
/"/-/*/ even though their forced-choice responses during
training did not directly contrast these vowels.

In order to examine the improvement during the course
of training, the accuracy for the first and last 28 trials �i.e.,
two repetitions of each vowel� was calculated for each train-
ing session �see Fig. 2�. At the beginning of the first training
session, the averages for Spanish and German listeners were
relatively similar �0.73 and 0.76, respectively�, but the Ger-
mans improved more on successive sessions. Compared
across sessions, the results suggest that subjects may have
approached asymptotic performance toward the end of the
training session �i.e., the curve begins to flatten�. However,
the speakers occurred in the same order for each subject, so
it cannot be determined, for example, whether the dip in
performance on session 5 occurred because the subjects lost
concentration or because the speaker that subjects heard in
that session was difficult. Also, subjects continued to im-
prove within each session even for sessions 4 and 5, suggest-
ing that they were still learning in these sessions. To evaluate
these observations statistically, a repeated-measures ANOVA
analysis was conducted on arc-sin transformed scores. There
was a significant main effect of session, F�4,44�=11.8, p

FIG. 1. Boxplots of the proportion correct vowel recognition in Experiment
1, pre and post training for Spanish and German speakers. Boxplots repre-
sent the quartile ranges of the scores, with outliers marked by circles.

FIG. 2. Mean proportion correct at the start �solid line� and end �dashed
line� of each training session in Experiment 1.
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�0.001, indicating that subjects improved as training pro-
gressed, and an interaction between session and language,
F�4,44�=2.8, p=0.036, indicating that the Spanish and Ger-
man speakers improved at different rates. There was a sig-
nificant main effect of beginning/end, F�1,11�=29.4, p
�0.001, indicating that listeners were better for the trials at
the end of each session than they were at the start of each
session, but there were no significant interactions with lan-
guage or session, p�0.05. There was also a main effect of
language, F�1,148�=23.5, p�0.001, indicating that Ger-
mans were more accurate overall than were Spanish speak-
ers.

2. L1 assimilation

Table I lists how the stimuli assimilated into L1 catego-
ries before and after training. The patterns of assimilations
only roughly correspond to the confusions made in identifi-
cation. For example, the confusion of /"/-/Å/ by Spanish
speakers during the pre test makes sense because both
sounded like /o/ in Spanish, but the assimilation ratings also
predict that /.*/ should have been as frequently confused
with these phonemes. The German /a/-/.*/-/"/-/Å/-/a*/ con-
fusions are poorly predicted by assimilation, because each of
these vowels assimilated into different German categories.
Part of this discrepancy could have been caused by the fact
that these assimilation patterns were not very consistent �e.g.,
/Ä/ assimilated most strongly into German /a:/, but did so
only on 68% of the trials before training�, indicating that
there was some variability in how these stimuli were per-
ceived.

The post-test results indicate that the assimilations may
have changed somewhat after training, such that the closest
L1 category was chosen more consistently. It is thus possible
that the ability of these subjects to identify the English pho-
nemes correctly was related to how consistently listeners as-
similated them into their L1 categories. However, there is no
established method for translating assimilation ratings into

predictions of identification accuracy. If listeners were liter-
ally perceiving these stimuli in terms of their L1 categories,
a plausible decision model for the identification task could be
�1� listeners identify the English vowel in terms of an L1
category and �2� give an English response based on what
English vowel usually sounds like that L1 category �e.g., a
maximum-likelihood decision�. For example, if a German
listener was played English /#/ and perceived it as closest to
German /a/, it would be logical for them to give an answer of
English /#/ because that vowel most often sounds like Ger-
man /a/. However, if a German listener was played English
/#/ and perceived it as closest to German /a:/, it would be
logical for them to give a response of /Ä/ �i.e., make an error�
because /Ä/ most often sounds like German /a:/. Although
this model may be simplistic, one advantage of this decision
model is that it can be easily translated into predictions from
confusion matrix data. That is, each assimilation response on
every trial can be translated into a maximum-likelihood Eng-
lish response �e.g., replacing all German /a/ assimilations
with English /#/�, and then a predicted proportion of correct
responses can be calculated.

This decision model was applied to the assimilation data
for individual subjects, and compared to their actual identi-
fication accuracy scores. For German subjects before train-
ing, the predictions were very close. The average predicted
accuracy �69%� was close to the obtained average accuracy
in the identification experiment �68%�, and there was no sig-
nificant difference between these scores in a paired t-test, p
�0.05. Moreover, individual differences in the predicted and
obtained scores were significantly correlated, r=0.69, p
=0.009. That is, individuals who were more accurate at iden-
tifying these phonemes also were more consistent at assimi-
lating them to the closest German category. It is thus plau-
sible that Germans before training were simply giving
identification responses based on their assimilation into L1
categories.

However, this correspondence for Germans was weaker
after training. The average predicted accuracy �77.6%� in-
creased because of the increasing consistency of assimilation
ratings, but the obtained identification accuracy increased
more �87.8%�. The two measures were significantly differ-
ent, t�10�=−2.72, p=0.021, and the individual differences
were no longer significantly correlated, r=0.40, p�0.05. It
thus appears that training may have changed the extent to
which the German subjects relied on L1 assimilation.

This assimilation model does not work at all for the
Spanish subjects. Given that Spanish has only 5 vowels, the
maximum performance that they could achieve would be
35.7% correct �i.e., 5 of the 14 English vowels correct�. The
decision model predicted that nearly all Spanish subjects
would achieve this maximum before and after training, but
their actual performance was much higher, averaging 66.8%
before and 77.1% after training. The only way that Spanish
subjects could plausibly have obtained these levels of perfor-
mance was if they had been using additional categories or
cues that they had learned for English, not just by assimilat-
ing these vowels into their Spanish categories.

TABLE I. Assimilation of English vowels into L1 vowels, before and after
training. The table lists the closest L1 vowel, with the percentage of trials
chosen and its average perceived similarity �0 different to 1 same� listed in
parentheses.

English vowel
Pre-test
Spanish

Post-test
Spanish

Pre-test
German

Post-test
German

i i �100, 0.90� i �100, 0.90� i �72, 0.87� i �95, 0.93�
( i �85, 0.88� i �96, 0.88� ( �84, 0.91� ( �100, 0.94�
e( e �100, 0.79� e �100, 0.79� �: �40, 0.80� �: �50, 0.76�
a( a �62, 0.81� a �77, 0.79� a( �88, 0.86� a( �95, 0.92�
� e �96, 0.92� e �96, 0.90� � �76, 0.88� � �82, 0.93�
a a �92, 0.91� a �100, 0.90� a: �28, 0.84� �: �41, 0.77�
# a �81, 0.91� a �88, 0.89� a �68, 0.84� a �82, 0.90�
Ä a �65, 0.87� a �85, 0.83� a: �68, 0.78� a: �100, 0.88�
.* o �100, 0.82� o �100, 0.80� o �72, 0.73� o �77, 0.78�
" o �100, 0.91� o �100, 0.88� Å �96, 0.83� Å �95, 0.91�
Å o �100, 0.87� o �100, 0.87� o �88, 0.86� o �95, 0.81�

a* a �77, 0.77� a �92, 0.78� a* �96, 0.84� a* �100, 0.92�
/ e �46, 0.81� e �62, 0.79� ø �52, 0.70� ø �55, 0.77�
u u �100, 0.89� u �96, 0.87� u �52, 0.80� u �68, 0.84�
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3. Vowel space mapping

Figure 3 displays the average best exemplars for Spanish
and German speakers, as well as for English speakers from a
previous study �Iverson and Evans, 2007�. Although all lan-
guage groups had generally similar vowel spaces �e.g., vow-
els in roughly the right locations, with appropriate degrees of
formant movement�, there were apparent differences. For ex-
ample, Spanish and German speakers both had little contrast
between /#/ and /a/, and little format movement for /.*/,
compared to English speakers.

In order to calculate how close the Spanish and German
speakers were to the English averages before and after train-
ing, the distance was calculated between each individual’s
best exemplars and the average best exemplars for L1 Eng-
lish subjects �see Fig. 4�. These distances were calculated
separately for F1/F2 location, formant movement, and dura-
tion. The F1/F2 location accuracy was measured by averag-
ing the beginning and ending frequency of each vowel for F1
and F2, giving a two-dimensional F1/F2 coordinate for that
vowel with no formant movement. The Euclidean distance
�i.e., root mean square� was then calculated between the
F1/F2 locations of each individual’s English best exemplars
and the L1 English averages. Formant movement accuracy
was measured by subtracting the F1/F2 location values
above, so that each vowel had a vector representing the di-
rection and magnitude of F1/F2 formant movement, with the

center of each line passing through zero �i.e., normalizing the
vowel’s location in the vowel space�. As above, Euclidean
distances between these formant movement vectors were
measured for each individual’s vowels and the L1 English
averages. Duration accuracy was quantified by calculating
the average absolute-value difference between the durations
of each individual’s best exemplars and those of the L1 Eng-
lish averages.

Repeated-measures ANOVA analyses were conducted
separately for each acoustic distance measure. For the mea-
sures of F1/F2 location and duration, there were no signifi-
cant main effects or interactions of pre/post or language, p
�0.05; there was no evidence that listeners improved their
vowel representations in these respects. There was a signifi-
cant main effect of pre/post on formant movement,
F�1,16�=8.94, p=0.009, although there was no main effect
or interactions with language, p�0.05. Although the sub-
jects thus improved in the formant movement of their best
exemplars after training, this improvement was small �aver-
aging 0.4 ERB�, and the individual differences in this im-
provement were not significantly correlated with changes in
identification accuracy, r=0.30, p�0.05.

Despite the fact that the accuracy of best exemplars did
not improve much with training, identification accuracy was
significantly correlated with individual differences in F1/F2
location accuracy, r=−0.37, p=0.027, and formant move-

FIG. 3. Average best exemplar locations of English vowels in Experiment 1, for Spanish and German speakers pre and post training, and for L1 English
speakers �from Iverson and Evans, 2007�. Each vowel best exemplar is represented by a line from the starting to the ending first and second formant
frequencies �i.e., indicating formant movement�. Duration is indicated by the weight of the line, with thicker lines for longer vowels.
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ment accuracy, r=−0.41, p=0.014, but not duration accu-
racy, r=−0.05, p�0.05. That is, individuals who were more
accurate with their best exemplars in terms of F1/F2 location
and formant movement tended to be better at identifying
natural vowels, in accord with our previous study �Iverson
and Evans, 2007�.

III. EXPERIMENT 2: ADDITIONAL TRAINING AND
RETENTION

There were two main unexpected results of Experiment
1. First, Spanish speakers learned less than the Germans.
Their training results in each session began to flatten toward
the later sessions, indicating that they may have been reach-
ing an upper limit of learning, although the subjects contin-
ued to improve within each session. It is thus not clear

whether the smaller improvements for Spanish speakers oc-
curred because they reached an L1-related upper limit on
their recognition accuracy �at least with this training
method�, or whether they simply learned slower than the
Germans and could benefit from additional training. Second,
the improvements in vowel identification accuracy for both
groups were not accompanied by corresponding changes in
best exemplars. One interpretation of this result is that the
improvements in training may have been superficial. For ex-
ample, the training could have served as a short term re-
fresher of what they had learned previously about English
vowels �e.g., in school�, rather than producing long-term
changes in their categorization processes. This hypothesis
could help explain why Spanish subjects learned less; they
were already using English while living in London, so they
could have benefited less from “refreshing” than did Ger-
mans, who had not been using English recently.

Experiment 2 was conducted to investigate these possi-
bilities. The Spanish speakers in Experiment 1 were con-
tacted an average of 4 months later and asked to complete an
additional ten sessions of training. The German subjects
were contacted 1 year later and were asked to complete only
the identification task. The timing of these tests was based on
circumstance, rather than being a planned aspect of the ex-
perimental design, and we tested whatever subjects in Ex-
periment 1 were willing to participate �i.e., all subjects rather
than only the matched subgroups�. However, this design still
met the goals of evaluating whether both groups of listeners
were able to retain their improvement over long intervals,
and whether Spanish listeners could further improve with
additional training.

A. Method

1. Subjects

The subjects were 9 Spanish and 11 German speakers.
They were recruited from the group of subjects who partici-
pated in Experiment 1, including 2 Spanish subjects who had
participated in a pilot version of the training protocol which
was similar to the final version but had a more random se-
lection of stimuli.

The Spanish subjects were tested 2–6 months �mean
4 months� after they completed Experiment 1. They com-
pleted all pre/post tests and a ten-session course of training,
as described below. The German subjects were tested 1 year
later, and completed only the vowel identification test.

2. Procedure

The pre/post tests were the same as in Experiment 1.
The training protocol was expanded to ten sessions by re-
cording stimuli from five additional speakers �three male and
two female�, but was the same in all other respects.

B. Results and discussion

1. Vowel identification

The identification results �Fig. 5� suggest that both Span-
ish and German speakers retained their training improve-
ments in Experiment 1. For Spanish speakers, the mean ac-
curacy in the Experiment 1 post test �0.76� was similar to

FIG. 4. Boxplots of the accuracy of each individual’s best exemplar loca-
tions in Experiment 1 for Spanish and German speakers before and after
training, and for L1 English speakers �from Iverson and Evans, 2007�. The
distances are listed separately for the accuracy of F1/F2 location, formant
movement, and duration.
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that obtained 4–5 months later �0.73�, and there was no sig-
nificant difference between these scores, t�8�=−0.92, p
�0.05. However, the conclusion that there was retention is
tempered by the fact that there was also no significant differ-
ence between their accuracy in the Experiment 1 pre test
�mean=0.64� and the Experiment 2 pre test, t�8�=−2.04, p
=0.076. The retention results for German subjects are
clearer; their accuracy 1 year after training �mean=0.85� was
not significantly different from their Experiment 1 post-test
accuracy �mean=0.88�, p�0.05, and was significantly
greater than their Experiment 1 pre-test accuracy �mean
=0.71�, t�10�=6.50, p�0.001.

Spanish speakers significantly improved from the addi-
tional training in Experiment 2, raising their accuracy from a
mean of 0.73 at the pre test to 0.84 at the post test, t�8�=
−5.24, p�0.001. This result demonstrates that they had not
reached a ceiling in performance in Experiment 1, and were
able to achieve similar levels of performance as German sub-
jects had in Experiment 1 after they were given additional
training. Spanish speakers may thus take longer to learn Eng-
lish vowels than do German speakers, but still have the same
basic capacity to learn.

2. Vowel space mapping

Despite the fact that Spanish speakers had more training,
Fig. 6 demonstrates that the accuracy of their vowel space
mapping did not improve. There were no significant differ-
ences between pre and post tests in terms of how close their
best exemplars were to the average best exemplars for Eng-
lish, in terms of F1/F2 location, formant movement, or dura-
tion, p�0.05. The results were thus much the same as in
Experiment 1.

IV. GENERAL DISCUSSION

The results demonstrate that German and Spanish speak-
ers learn at different rates given auditory training; German
speakers improved twice as much, on average, as Spanish
speakers after five sessions of training, although Spanish
speakers attained similar levels of performance after com-
pleting an additional ten training sessions. One of our work-
ing hypotheses based on SLM �Flege, 1995� had been that
learning would be more difficult for the Germans; their
crowded L1 vowel space should have left less room for
learning new vowel categories. However, the German speak-
ers learned more easily than did the Spanish speakers, sup-

FIG. 5. Boxplots of the proportion correct vowel recognition in Experiments
1 and 2. The Experiment 1 data are displayed only for the subset of subjects
who participated in both experiments.

FIG. 6. Boxplots of the accuracy of each individual’s best exemplar loca-
tions in Experiments 1 and 2, for Spanish before and after training, and for
L1 English speakers �from Iverson and Evans, 2007�. The distances are
listed separately for the accuracy of F1/F2 location, formant movement, and
duration.
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porting our previous evidence of learning by individuals with
large L1 systems �Iverson and Evans, 2007�. Although this
result may thus appear to be contrary to SLM, there was little
evidence that German subjects actually formed new catego-
ries during the experiment �i.e., no improvement in the ac-
curacy of best exemplars�; without category learning there
would be no expectation for there to be L1 category interfer-
ence.

How did identification accuracy improve without corre-
sponding changes in best exemplars? One could initially
question the methods used in this study, raising doubts about
whether subjective notions of best exemplars are related to
the processes underlying vowel recognition. However, the
validity of the best exemplar task is well supported by pre-
vious work; the accuracy of best exemplars has been signifi-
cantly correlated with individual differences in the accuracy
of English vowel recognition by L2 speakers �i.e., Experi-
ment 1, and more strongly with the wider range of subjects
tested in Iverson and Evans, 2007�, vowel production and
speech-in-noise recognition by English speakers with differ-
ent accents �Evans and Iverson, 2004, 2007�, vowel recogni-
tion by cochlear implant users �Iverson et al., 2006�, and
with the identification of English /r/-/l/ by Japanese speakers
�Hattori and Iverson, 2009�.

The task used to map best exemplars has relatively low
processing demands, in that listeners are able to replay the
stimulus and only have to listen for one word at a time. In
the present study, it assessed whether listeners had an accu-
rate subjective notion of what vowels sound good in English.
However, it is one thing to “know” what vowels sound good
in English and another to put this knowledge in practice. For
example, the recognition of vowels in natural speech in-
volves more variability in the stimulus �e.g., related to talker
differences or phonetic environment�, more possible re-
sponses, and only a single time to hear the stimulus; listeners
must rapidly encode the phonetic information that is relevant
to the L2 categorization. Likewise, the perception and pro-
duction of real-world speech �e.g., in a conversation� in-
volves yet a higher processing load �i.e., less opportunity to
focus only on the phonetic content of speech when listeners
need to concentrate on meaning�. Our hypothesis based on
the present results is that auditory training improves the abil-
ity of subjects to apply their existing category knowledge to
natural variable speech �i.e., both L1 and L2 category knowl-
edge�, without changing this knowledge itself. That is, audi-
tory training makes the categorization process more efficient
and automatic in a way that is long lasting, but does not
generally change the representation of the categories �e.g.,
use of cues�.

The original high-variability phonetic training papers
hypothesized that training was successful because it changed
attentional weights for phonetic dimensions, causing listen-
ers to attend more to aspects of the stimuli that can distin-
guish categories over a range of talkers and phonetic envi-
ronments and less to irrelevant variability �e.g., Lively et al.,
1993; Logan et al., 1991�. High variability training was
thought to generalize better than training with single talkers
or small stimulus sets, because, in part, the higher variability
taught listeners which cues were most robust. However, there

has been no evidence that this reweighting of cues occurs
due to this kind of training. For example, Iverson et al.
�2005� trained Japanese adults on English /r/-/l/ using stimuli
that had been signal processed in different conditions to alter
the cues that they heard �e.g., enhancing differences along F3
or manipulating the variability of secondary dimensions such
as F2 and transition duration�. Japanese adults learned in all
conditions, but did not change the cues that they used to
match the acoustic manipulations of the conditions. Instead,
they appeared to become more consistent at labeling stimuli
as English /l/ when the stimuli became acoustically similar to
a Japanese flap �i.e., short closure, short transition; e.g., see
Hattori and Iverson, 2009�, even when this decision con-
flicted with the acoustic information that they had received in
training. That is, listeners became better at applying their
existing L1 knowledge to this task, without necessarily im-
proving in the cues that they used for /r/ and /l/. Similarly,
Heeren and Schouten �2008� found that Dutch speakers can
be trained to identify the Finnish /t/-/t:/ contrast, but do this
without obtaining the peak in discrimination sensitivity at the
category boundary that is typical of native Finnish speakers
for these stimuli, suggesting that auditory training may not
produce pervasive changes in the way that individuals per-
ceive these phonetic contrasts.

There is some evidence that laboratory based training
can alter the use of acoustic cues, but this work has all in-
volved restricted stimulus sets or entirely novel categories.
For example, Francis and colleagues found in several studies
that listeners change perceptual weightings for stimuli fol-
lowing identification training, but this has occurred for rela-
tively homogenous sets of synthesized speech �i.e., no simu-
lated talker differences; Francis et al., 2000, 2007� and for a
novel Korean stop-consonant contrast produced by a single
talker �Francis and Nusbaum, 2002�. Likewise, Holt and
Lotto �2006� trained listeners to learn a novel category for
non-speech sounds �frequency-modulated tones� and found
that listeners developed cue weightings that were affected by
the distribution of the training stimuli �i.e., relying less on
dimensions that were more acoustically variable�. It is thus
clear that individuals can, in principle, learn the cues of new
categories and re-weight the cues of existing categories when
given laboratory-based auditory training. Although this work
may still be useful for understanding auditory categorization,
there is little evidence that changes in cue weightings are the
primary learning mechanism in typical high-variability pho-
netic training studies, where individuals have previous expe-
rience with the categories and are trained on natural speech
from multiple talkers.

High-variability phonetic training may thus be more ef-
fective than training with less variable stimulus sets, because
the stimulus variability trains the process of applying catego-
ries to real speech. That is, listeners prior to auditory training
typically have some idea about what the various categories
sound like, and training makes them more efficient at apply-
ing this knowledge to situations in which they do not know
exactly what they will hear from trial to trial, and when there
is phonetic variability that is irrelevant to the categorization
judgement. Whereas training with less variable stimulus sets
�e.g., Lively et al., 1993� simply does not train this kind of
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ability; listeners are able to learn to categorize small stimulus
sets without improving in a more general ability that can be
applied to other stimuli. If high-variability training improves
the application of category knowledge to variable speech
more than it alters cue weightings, it may not be necessary
for the variability in the training set to be fully natural in
order for performance to improve �e.g., Iverson et al., 2005�.

In the present study, German listeners may thus have
learned faster than Spanish listeners because they had more
pre-training category knowledge to apply to the task. For
example, the Germans had more L1 vowel categories, and
the analyses of assimilation ratings of Experiment 1 indi-
cated that part of their improvement with English vowels
may have occurred because they became more consistent at
assimilating them into German categories. Both German and
Spanish speakers likely had some English category knowl-
edge prior to training, which would also be expected to be-
come applied more automatically after training. One could
suspect that the English language experience of Spanish
speakers could have made them benefit less from training,
because they may have already been using their category
knowledge more efficiently due to their daily experience
with using English. However, there was no correlation be-
tween their amount of time living in English-speaking coun-
tries and their improvement due to training in Experiment 1,
and Experiment 2 demonstrated that they had a capacity to
learn if given more time �i.e., they had not reached a ceiling
for this type of learning�. Moreover, we have recently exam-
ined the role of experience more directly �comparing the
English vowel perception of L1 French speakers who were
living in France or the UK�, and found that individuals who
used English every day improved from training as much as
individuals who had little spoken English experience �Iver-
son and Preece-Pinet, 2008�.

Although high-variability phonetic training may prima-
rily improve recognition by making existing categorization
processes more efficient, it is clear that long-term exposure
to phonetic categories �e.g., when living in an English-
speaking environment� creates changes to the cues that indi-
viduals use. For example, differences between subjects in
their best exemplars of English vowels are predictive of
vowel identification ability �Iverson and Evans, 2007�, and
L1 Spanish speakers can weight English vowel duration dif-
ferently depending on how duration is used by the English
accent that they primarily hear �Escudero and Boersma,
2004�. Therefore, although high-variability phonetic training
improves identification performance, it may not provide a
full simulation for the kinds of changes in phonetic percep-
tion that occur during longer term L2 language learning.

ACKNOWLEDGMENTS

The authors are grateful to Anke Sennema for subject
recruitment and hosting the data collection at University of
Potsdam �Germany�. This research was funded by Grant No.
RES-000-23-0838 from the UK Economic and Social Re-
search Council.

Allan, D. �1992�. Oxford Placement Tests 1, Oxford University Press, Ox-
ford, UK.

Best, C. T. �1995�. “A direct realist view of cross-language speech percep-
tion,” in Speech Perception and Language Experience: Issues in Cross-
Language Research, edited by W. Strange �York, Baltimore� pp. 171–204.

Best, C. T., McRoberts, G. W., and Goodell, E. �2001�. “American listeners’
perception of nonnative consonant contrasts varying in perceptual assimi-
lation to English phonology,” J. Acoust. Soc. Am. 1097, 775–794.

Bohn, O.-S. �1995�. “Cross-language speech perception in adults: First lan-
guage transfer doesn’t tell it all,” Speech Perception and Linguistic Expe-
rience: Issues in Cross-Language Research, edited by W. Strange �York,
Baltimore�, pp. 279–304.

Bohn, O.-S., and Flege, J. E. �1990�. “Interlingual identification and the role
of foreign language experience in L2 vowel perception,” Appl. Psychol-
inguist. 11, 303–328.

Delattre, P. �1965�. Comparing the Phonetic Features of English, French,
German, and Spanish �Harrap & Co., London�.

Escudero, P., and Boersma, P. �2004�. “Bridging the gap between L2 speech
perception research and phonological theory,” Stud. Second Lang. Acquis.
26, 551–585.

Evans, B. G., and Iverson, P. �2004�. “Vowel normalization for accent: An
investigation of best exemplar locations in northern and southern British
English sentences,” J. Acoust. Soc. Am. 115, 352–361.

Evans, B. G., and Iverson, P. �2007�. “Plasticity in vowel perception and
production: A study of accent in young adults,” J. Acoust. Soc. Am. 121,
3814–3826.

Flege, J. E. �1989�. “Differences in inventory size affect the location but not
the precision of tongue positioning in vowel production,” Lang Speech 32,
123–147.

Flege, J. E. �1995�. “Second language speech learning: Theory, findings, and
problems,” Speech Perception and Linguistic Experience: Issues in Cross-
Language Research, edited by W. Strange �York, Baltimore�, pp. 233–277.

Flege, J. E. �2003�. “Assessing constraints on second-language segmental
production and perception,” Phonetics and Phonology in Language Com-
prehension and Production: Differences and Similarities, edited by A.
Meyer and N. Schiller �Mouton de Gruyter, Berlin�.

Flege, J. E., Bohn, O.-S., and Jang, S. �1997�. “The effect of experience on
nonnative subjects’ production and perception of English vowels,” J. Pho-
netics 25, 437–470.

Flege, J. E., Schirru, C., and MacKay, I. R. A. �2003�. “Interaction between
the native and second language phonetic subsystems,” Speech Commun.
40, 467–491.

Francis, A. L., and Nusbaum, H. C. �2002�. “Selective attention and the
acquisition of new phonetic categories,” J. Exp. Psychol. Hum. Percept.
Perform. 28, 349–366.

Francis, A. L., Baldwin, K., and Nusbaum, H. C. �2000�. “Effects of training
on attention to acoustic cues,” Percept. Psychophys. 62, 1668–1680.

Francis, A. L., Nusbaum, H. C., and Fenn, K. �2007�. “Effects of training on
the acoustic phonetic representation of synthetic speech,” J. Speech Lang.
Hear. Res. 50, 1445–1465.

Glasberg, B. R., and Moore, B. C. J. �1990�. “Derivation of auditory filter
shapes from notched-noise data,” Hear. Res. 47, 103–138.

Gottfried, T., and Beddor, P. S. �1988�. “Perception of spectral and temporal
information in French vowels,” Lang Speech 31, 57–75.

Hattori, K., and Iverson, P. �2009�. “English /r/-/l/ category assimilation by
Japanese adults: Individual differences and the link to identification accu-
racy,” J. Acoust. Soc. Am. 125, 469–479.

Heeren, W. F. L., and Schouten, M. E. H. �2008�. “Perceptual development
of phoneme contrasts: How sensitivity changes along acoustic dimensions
that contrast phoneme categories,” J. Acoust. Soc. Am. 124, 2291–2302.

Hirata, Y., Whitehurst, E., and Cullings, E. �2007�. “Training native English
speakers to identify Japanese vowel length contrast with sentences at var-
ied speaking rates,” J. Acoust. Soc. Am. 121, 3837–3845.

Holt, L. L., and Lotto, A. J. �2006�. “Cue weighting in auditory categoriza-
tion: Implications for first and second language acquisition,” J. Acoust.
Soc. Am. 119, 3059–3071.

Iverson, P., and Evans, B. G. �2003�. “A goodness optimization method for
investigating phonetic categorization,” in the Proceedings of the 15th In-
ternational Conference of Phonetic Sciences, Barcelona, Spain.

Iverson, P., and Evans, B. G. �2007�. “Learning English vowels with differ-
ent first-language vowel systems: Perception of formant targets, formant
movement, and duration,” J. Acoust. Soc. Am. 122, 2842–2854.

Iverson, P., and Preece-Pinet, M. �2008�. “Training English vowels for
French speakers with varying English experience,” J. Acoust. Soc. Am.
123, 3734.

Iverson, P., Hazan, V., and Bannister, K. �2005�. “Phonetic training with

876 J. Acoust. Soc. Am., Vol. 126, No. 2, August 2009 P. Iverson and B. G. Evans: Learning English vowels



acoustic cue manipulations: A comparison of methods for teaching English
/r/-/l/ to Japanese adults,” J. Acoust. Soc. Am. 118, 3267–3278.

Iverson, P., Smith, C. A., and Evans, B. G. �2006�. “Vowel recognition via
cochlear implants and noise vocoders: Effects of formant movement,” J.
Acoust. Soc. Am. 120, 3998–4006.

Kingston, J. �2003�. “Learning foreign vowels,” Lang Speech 46, 295–349.
Klatt, D. H., and Klatt, L. C. �1990�. “Analysis, synthesis, and perception of

voice quality variations among female and male talkers,” J. Acoust. Soc.
Am. 87, 820–857.

Lambacher, S., Martens, W., Kakehi, K., Marasinghe, C., and Molholt, G.
�2005�. “The effects of identification training on the identification and
production of American English vowels by native speakers of Japanese,”
Appl. Psycholinguist. 26, 227–247.

Lively, S. E., Logan, J. S., and Pisoni, D. B. �1993�. “Training Japanese
listeners to identify English /r/ and /l/. II: The role of phonetic environ-
ment and talker variability in learning new perceptual categories,” J.
Acoust. Soc. Am. 94, 1242–1255.

Logan, J. S., Lively, S. E., and Pisoni, D. B. �1991�. “Training Japanese
listeners to identify English /r/ and /l/: A first report,” J. Acoust. Soc. Am.
89, 874–886.

Meunier, C., Frenck-Mestre, C., Lelekov-Boissard, T., and Le Besnerais, M.
�2003�. “Production and perception of foreign vowels: does the density of

the system play a role?” in the Proceedings of the 15th International Con-
gress of Phonetic Sciences, Barcelona, Spain.

McAllister, R., Flege, J. E., and Piske, T. �2002�. “The influence of the L1
on the acquisition of Swedish vowel quantity by native speakers of Span-
ish, English and Estonian,” J. Phonetics 30, 229–258.

Morrison, G. �2002�. “Perception of English /i/ and /(/ by Japanese and
Spanish listeners: Longitudinal results,” in Proceedings of the North West
Linguistics Conference 2002, edited by G. S. Morrison and L. Zsoldes
�Simon Fraser University Linguistics Graduate Student Association,
Burnaby, BC, Canada�, pp. 29–48.

Nishi, K., and Kewley-Port, D. �2007�. “Training Japanese listeners to per-
ceive American English vowels: Influence of training sets,” J. Speech
Lang. Hear. Res. 50, 1496–1509.

Stockwell, R. P., and Bowen, J. D. �1965�. The Sounds of English and
Spanish �University of Chicago Press, Chicago�.

Strange, W., Bohn, O.-S., Nishi, K., and Trent, S. �2005�. “Contextual varia-
tion in the acoustic and perceptual variation of North German and Ameri-
can English vowels,” J. Acoust. Soc. Am. 118, 1751–1762.

Tajima, K., Kato, H., Rothwell, A., Akahane-Yamada, R., and Munhall, K.
G. �2008�. “Training English listeners to perceive phonemic length con-
trasts in Japanese,” J. Acoust. Soc. Am. 123, 397–413.

Trubetzkoy, N. S. �1969�. Principles of Phonology, translated by C. A. M.
Baltaxe �University of California Press, Berkeley�.

J. Acoust. Soc. Am., Vol. 126, No. 2, August 2009 P. Iverson and B. G. Evans: Learning English vowels 877



Experimental jet velocity and edge tone investigations on a foot
model of an organ pipe

Hubert J. Außerlechnera� and Thomas Trommer
Chair of Building Physics, University of Stuttgart, Pfaffenwaldring 7, 70569 Stuttgart
and Fraunhofer Institute for Building Physics, Nobelstraße 12, 70569 Stuttgart, Germany

Judit Angster
Fraunhofer Institute for Building Physics, Nobelstraße 12, 70569 Stuttgart, Germany

András Miklós
Steinbeis Transfer Center Applied Acoustics, Landauer Straße 24, 70499 Stuttgart, Germany

�Received 27 October 2008; revised 28 May 2009; accepted 31 May 2009�

In order to investigate the physical processes involved in the build-up of the sound signal in a labial
organ pipe a pipe foot model has been developed. The main important parameters, such as positions
of the lower and upper lips, the wind pressure in the pipe foot, and the width of the flue, can be
adjusted by means of this model. Moreover, different types of languids and pipe bodies �resonators�
can be attached to the model. For the reason of corresponding to a real metal organ pipe these parts
of the model are made of a typical alloy used in organ building. The reproducibility of
measurements is provided by the micrometer screws applied for the adjustments. Flow and edge
tone measurements are carried out with the help of this model. Velocity measurements with different
flue widths show that the exit velocity of the jet corresponds to the Bernoulli-velocity and is
asymmetrically contracted. At larger distances ��5 mm� the velocity distribution can be described
by a Gauss-function having linearly increasing width. A mathematical relation of the centerline
velocity as a function of the cut-up height L is found. The results of edge tone measurements show
differences between previous studies and the present one. No frequency stages �and hysteresis
phenomena� are found within the investigated pressure and cut-up range; the frequency modes of the
edge tone coexist. The measured frequencies can be described by theoretical models.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3158935�

PACS number�s�: 43.75.Np, 43.28.Ra, 43.28.Tc �NHF� Pages: 878–886

I. INTRODUCTION

When a jet leaves a slit and impinges against an edge a
tone is generated. This phenomenon, called edge tone, may
influence the attack transient and the stationary sound of a
flue organ pipe. The edge tone frequency depends mainly on
the exit velocity of the jet, the slit-to-edge distance, and the
flue width.

Detailed experimental investigation of sound generation
in open flue organ pipes is one of the main subjects of a
research project running presently at the group of musical
acoustics of the Fraunhofer Institute for Building Physics.
Since the first acoustic signal that appears in the pipe is an
edge tone, it is reasonable to investigate the properties of
edge tone and its effect on the build-up of the pipe tone in
detail. For that reason a pipe foot model has been developed
for studying jet and edge tone properties. The construction of
the model allows the attachment of a pipe resonator in order
to investigate the build-up of the pipe sound. The results of
the experimental research will be published in several pa-
pers. The present work, which is limited to jet and edge tone
investigations, is the first paper of the planned publications.

Some authors say that the pitch of the edge tone changes
gradually for a while �first stage�, then it jumps suddenly to
another pitch corresponding to the next stage. Furthermore a
hysteresis is observed by increasing and decreasing the
parameter.1–4 This means that at a certain value of the in-
creasing parameter the frequency suddenly jumps from the
lower stage to the higher one and it jumps back to the lower
stage at a lower value of that parameter when decreasing the
parameter. Other authors do not find such phenomena. Jones5

defined two types of edge tones. The first type occurs at low
velocities and exhibits frequency jumps, while the second
one appears at higher velocities without the jumps. It is also
observed that the frequency jumps depend on the used ve-
locity profile at the flue exit. Krothapalli and Horne6,7 found
out that top hat profiles at the flue permit the coexistence of
several discrete tones, whereas Poiseuille profiles �comply
with a parabolic profile� do not.

Many studies have been published on the edge tone.
Brown1 first presented an empirical formula of the edge tone
frequency for a 1 mm flue width:

f = 0.466j�U0 − 40��L−1 − 0.07� , �1�

which is expressed in terms of the mean velocity U0 �in
cm/s� of the emitting jet, the slit-to-edge distance L �in cm�,
and j, where j defines different values for the frequency
stages. Here the frequency decreases with L to the power of
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−1 �exponent n=−1�, whereas Jones5 used the exponents
−1.00, −1.14, −1.22, and −1.42 for the first four frequency
stages. In terms of the Strouhal number, St= fd /U0, where d
is the width of the flue, Holger8 and Crighton9 found that the
measured frequency fits better with n=3 /2:

fd/U0 = ��d/L�3/2. �2�

The parameter � is dependent on the frequency stage. A
recent consideration of Paál and Vaik10 again shows good
results with n=−1. A good review of the edge tone and the
theories of its generation are given by Karamcheti et al.11 In
Ref. 12 differences between the sounding frequencies of the
edge tone and the organ pipe are investigated. As well the
phase delay between acoustic pressure and the crossing of
the jet at the edge of the upper lip is measured.

A nonlinear edge tone model including the interactions
of the jet with the upper lip is given by Howe,13 Verge et
al.,14,15 and Fabre et al.16 Due to the separation of the jet
flow, and for higher Reynolds numbers, the acoustic flow at
the edge of the upper lip vortex shedding occurs. This vortex
shedding affects the amplitude and the generation of high
frequencies of an edge tone.

The mentioned edge tone models have worked well for
basic edge tone investigations; however, they are not suitable
for modeling the sound generation in organ pipes. The ge-
ometries of the models �pipe foot, flue channel, edges, etc.�
and the ranges of the adjusted parameters �pressure in the
pipe foot, position of the edge, flue width, etc.� are quite
different from the parameter ranges used by organ builders.
In Ref. 17 different voicing steps at a metal organ pipe are
described. It is shown that small changes in the mouth area,
the region of the emitted jet, gradually change the amplitude
and the frequency of the pipe sound.

Pitsch et al.18,19 performed several acoustical measure-
ments with an edge tone model on the basis of a diapason 4�
C0 pipe and flow visualization experiments in a two-
dimensional pipe foot model in a flat-water channel. The
main disadvantage of their model is the low reproducibility
of the adjustable parameters.

This paper describes the development of a pipe foot
model with accurately adjustable parameters in dimensions
which are used in the organ building. The dimensions of the
model are consistent with the Töpfer scale �normal scale�.
Also the flow and acoustic measurements performed by
means of this model are done with parameters of real organ
pipes. In the organ building ratios L /d�10 are used. Further
the geometry of the flue channel of a labial pipe is always
asymmetrical. The pipe foot is conical and has a very short
flue channel build by the edge of the languid and lower lip
�cf. Fig. 1�. Another important part is the shape of the edge
of the upper lip. Symmetrical sharpened edges �wedges� are
never used in organ building. Organ builders say that pipes
do not sound “good” with such edges. That is the reason for
the use of symmetrical �rectangular� or slightly rounded up-
per lips. And last but not least the pressure in the pipe foot is
in the range of ppf=300, . . . ,1200 Pa. These values are con-
sistent with exit velocities of U0�22, . . . ,44 m /s. Because
of higher Reynolds numbers and the geometry of the model
the jet can be considered as turbulent rather than laminar.

The behavior of the jet �exit angle and profile� and the acous-
tic behavior at different parameter settings can probably help
understand the sound production of real organ pipes. If the
effects of changing the parameters are physically compre-
hended, the voicing of an organ pipe can be simplified.

II. PIPE FOOT MODEL

An organ pipe, a sketch of the mouth area is shown in
Fig. 1, consists of a so called pipe foot �the lower part�, the
resonator �the long tube� attached to the pipe foot, and the
languid �plate inside the pipe�. The opening at the front side
is called mouth or cut-up L and is defined by the lower and
upper lips �labium�. The slit between the languid and the
lower lip is called flue with the flue width d.

If the resonator is omitted the remaining part may be
regarded as a pipe foot model �this corresponds to the right
side of the dashed line�. Most of the past researches have
dealt with completely different edge tone models which are
not similar to real labial organ pipes. For example, they offer
a symmetrical alignment of the �in most cases symmetrical�
languid, a very long air channel from which the jet leaves,
untypical geometries �flue width, cut-up height, and languid�,
too high or two low air pressures, or different kinds of ma-
terials but not organ metal. Hence a pipe foot model with
following demands has been developed �on the basis of the
similarity of the model to a real organ pipe the model is
called pipe foot model instead of edge tone model�.

�1� The dimensions should be consistent with a diapason 4�
C0 organ pipe �diameter of the resonator 84 mm�.

�2� To the similarity to real organ pipes the most common
alloy used by organ builders �60% lead and 40% tin�
should be used for the relevant parts �languid, lower and
upper lips, and resonator�.

�3� Languid and resonators of different kinds can be at-
tached to the model. This means resonators with differ-
ent lengths and/or diameters �up to 100 mm� and lan-
guids with different languid angles and profiles.

�4� The most important feature: high reproducibility of the
measurements. The positions of the upper and the lower
lip and of the languid can be adjusted in micrometer

FIG. 1. Sketch of the mouth area of a labial organ pipe, description and
adjustment possibilities �arrows� of the parameters �cut-up L, flue width d,
languid angle �Languid, and the pressure in the pipe foot ppf�, and definition of
the origin of the coordinate system.
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steps. The smallest step size of the micrometer screws
�four linear translation stages and one rotation table, see
Fig. 2� is 1 �m.

�5� The angle of the upper lip can be changed.
�6� Possibility of variable pressure adjustments �pressure

measurement inside the pipe foot� is given.

Figure 2 shows a photo of the developed pipe foot
model. The whole pipe foot is made of aluminum except for
the languid. To allow for a better rigidity the base plate of the
languid is made of steel. In the organ building the height of
the lowest pipe foot is defined by the “standardized” height
of the rack pin and the pipe rack with a value of about
180–185 mm. This length is held constant until resonator
diameters of 52 mm. Because of stability problems �long and
heavy resonators� and design �prospect pipe or form of the
lower lip� the pipe foot length is increased for larger diam-
eters. Here none of these problems are relevant and so the
total height of the model is fixed at 150 mm and the flue
breadth at 60 mm. The body is conical with the diameters 30
and 100 mm.

For a better stability the adjusting devices are mounted
by angular brackets on the pipe foot model. The lower lip is
attached to a linear translation stage with an adjustment
range of 10 mm and adapted into a channel to allow a per-
pendicular alignment of the edge corresponding to the lan-
guid. Two linear translation stages allow a travel range of
nearly 100 mm for the upper lip. Additionally, a rotation
table is added to allow different angle settings. In order to
avoid deformation, the upper lip is attached to an aluminum
plate. As mentioned above the base plate of the languid is
made out of steel of 2 mm thickness. Different kinds of or-
gan metal languid profiles �languid edge angles of 45° and

60° and some special languid bevels� can be mounted on the
base plate without deformation. The whole pipe foot model
is installed on an aluminum rack. The possibility of attaching
a resonator onto the model is not given, however shown in
Fig. 2 and not discussed in this paper.

In Fig. 1 all possible adjustments of upper and lower lips
and the languid are shown with arrows. The pressure in the
pipe foot ppf is measured by means of a 0.4 mm hole at the
opposite side of the lower lip very close to the bottom of the
languid plate. The origin of the coordinate system is defined
as the intersection of the plane of the bottom of the languid,
the plane of the inner surface of the lower lip, and the verti-
cal plane of the centerline of the upper lip �see Fig. 1�. If all
coordinates are equal to zero, theoretically no jet can be
emitted.

III. EXPERIMENTAL SETUP

A blower, a diaphragm bellows, a wind trunk, and a
small slider chest represent the organ instrument. The pipe
foot model is placed on the slider chest. The pressure in the
pipe foot and thus the flue velocity can be adjusted either by
changing the weight on the diaphragm bellows or by regu-
lating the fan speed of the blower. To minimize the noise and
fluctuations of the blower different kinds of mufflers com-
bined with flow stabilization tools are inserted between the
blower and the diaphragm bellows. All measurements have
been carried out in an anechoic room.

Sound pressure is measured by a B&K type 4165 con-
denser microphone placed horizontally at a distance of
50 mm in front of the lower lip �underside of the microphone
and upper side of the lower lip are on the same height� to
avoid recording of unwanted blowing noise. The microphone
is calibrated using a B&K type 4230 sound level calibrator
�94 dB, 1000 Hz�.

Another very important measurement device is the an-
emometer for velocity measurements. A SVMtec hot wire
anemometer �3D-Flow-4CTA �Ref. 20�� with a 10 �m sensor
is used, so measurements very close to the flue can be done.
Due to the upper frequency limit of 3.5 kHz the jet fluctua-
tions can also be measured. An extra feature of this system is
the auralization of the fluctuating parts �extracted by the soft-
ware� of the measured velocity. This feature is very useful,
for example, for the localization of the boundary layers of
the emitted jet.

The pressure inside the pipe foot can be measured with a
Honeywell 163PC01D36 pressure sensor. In addition to this
sensor a second one is used to detect the pressure in the
slider chest. For averaging and checking the results an HP
35670A dynamic signal analyzer is used.

IV. EXPERIMENTAL RESULTS

A. Jet velocity measurements

To determine the velocity profile of the undisturbed jet
velocity measurements have been performed by using the
pipe foot model without the upper lip �cf. Fig. 1�. The flue
width d is changed in 0.4 mm steps from 0.5 to 2.1 mm cor-
responding to the values used in real organ pipes. All veloc-
ity measurements are carried out with a constant pressure of

FIG. 2. Pipe foot model with the adjusting devices. At the bottom the two
linear tables and the rotation table of the upper lip, at the front side the
micrometer screw of the lower lip, and at the back side the plate of the
languid and its linear table. On this plate different kinds of languids can be
mounted.
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700 Pa ��2 Pa� in the pipe foot. For a single velocity mea-
surement the signal of the hot wire anemometer is recorded
for 3 s at a sampling rate of 22.05 kHz. The mean value and
the standard deviation �root mean square deviation �RMSD��
of the recorded data are calculated. The mean value is re-
garded then as the measured velocity, while the RMSD value
as the measured velocity fluctuation.

By means of the 10 �m sensor of the anemometer, it is
possible to measure the velocity as close as y=0.5 mm above
the flue. Velocity profiles of the 45° languid measured at five
different flue widths �0.5, 0.9, 1.3, 1.7, and 2.1 mm� are
shown in Fig. 3.

The solid lines with squares represent the velocity pro-
files measured with the 45° languid. �In all diagrams the
symbols, such as squares, circles, and triangles, represent the
measured data points.� Due to the very short flue channel �it
is defined by the lower lip and the edge of the languid� a top
hat velocity profile can be expected. The ideal top hat veloc-
ity profile is defined as

U�x� = �0, x � 0

U0, − d � x � 0

0, x � − d .
� �3�

In reality the jet has boundary layers of finite thickness
which cause the so-called Nolle velocity profile.21

It can be seen that the velocity profiles at the flue are
similar to Nolle profiles and are shifted to the right. The
almost constant parts of the profiles start around x=0, i.e.,
over the inner edge of the lower lip �see Fig. 1� and end at a
negative x-value, which is larger than the corresponding
negative d-value. It means that the width of the velocity pro-
file at a distance of y=0.5 mm above the flue is smaller than
the flue width, i.e., the jet is asymmetrically contracted to
about 50%–70% of the flue width. The contraction coeffi-
cient � �the ratio of the cross sectional area of the jet and the
flue area� is smaller for narrower flue; its value can be esti-
mated as 0.5, 0.56, 0.62, 0.65, and 0.71 for flue widths 0.5,
0.9, 1.3, 1.7, and 2.1 mm, respectively.

The measured velocities �34–37 m /s� correspond quite
well to the free outflow velocity at 700 Pa pressure differ-

ence. At the range of constant velocity of the RMSD, the
measure of the velocity fluctuations is also constant around
the small value of 0.6 m /s ��2% of the maximal velocity�.
Within the boundary layers the RMSD value rapidly in-
creases up to about 6 m /s.

The measured velocity profiles of the two used languids
�languid edge angles of 45° and 60°� are similar. They differ
only close to the languid edge. The edge represents the sepa-
ration point of the flow. This means that the air stream de-
taches itself from the surface of the languid and vortex shed-
ding occurs. The more acute-angled the edge of the languid
is the less is the possibility of the jet to reattach at the lan-
guid.

In Table I the average of the velocities measured at y
=0.5 mm and within the x-range defined by a constant
RMSD is shown. With Bernoulli’s equation

U0B = �2ppf/�0�1/2, �4�

where �0 is the air density, the maximal velocity U0B at the
flue can be calculated as 34.1 m /s. The average velocities U0

at y=0.5 mm in Table I are slightly greater than U0B and fall
linearly with increasing flue width. At higher velocities air
cannot make sharp turns easily. So the jet separates at the
edge of the languid and the jet is constricted �vena contracta
effect:22 the velocity increases at this region�. This effect is
larger for a smaller flue; thus it can explain both observed
phenomena; the higher velocities at y=0.5 mm as U0B and
the slight decrease in U0 with increasing flue width. How-
ever, the total change of about −2 m /s is only about 5%–6%
of the average velocity.

Since both x- and y-components of the velocity contrib-
ute to the velocity signal of the hot wire sensor, higher ve-
locity values close to the jet boundary may be resulted by
inflow at both boundaries to the jet. In addition to the vena
contracta effect the jet draws air into itself �entrainment
effect23�. This inflow effect can be seen in Fig. 3 �best at the
profiles of flue width d=2.1 mm�. At both ends of the quasi-
horizontal part of the velocity profile the velocity is higher
than within this range.

No significant conclusion can be drawn from the veloc-
ity differences between the two languid angles because the
values lie within the error range of the anemometer �within
these velocity ranges the error is less than 0.15 m /s�.

Because of the x-symmetry of the pipe foot model the
same velocity profile along the flue is assumed. Two mea-
surements at the half �z=30 mm� and the quarter �z
=15 mm� of the flue length have been carried out and show
that the assumption of symmetry is true. At the range of

FIG. 3. Jet velocity profiles at the flue at different flue widths with the 45°
languid. For better illustration all profiles except the profile at d=0.5 mm
are shifted: d=0.9 mm: +5 �m /s�, d=1.3 mm: +10 �m /s�, d=1.7 mm:
+15 �m /s�, and d=2.1 mm: +20 �m /s�.

TABLE I. Average velocities �U0� for the 45° and the 60° languid at ranges
of constant RMSD and different flue widths d.

d
�mm�

U045°

�m/s�
U060°

�m/s�

0.5 36.88 37.13
0.9 36.69 36.83
1.3 36.13 36.16
1.7 35.47 35.76
2.1 34.93 35.16
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constant velocity no discrepancies occur between the two
profiles; at the boundary layers of the jet the differences be-
come larger. This may be an effect of surface imperfections
of the languid and the lower lip. Minor pressure fluctuations
also may have an effect on the velocity. The velocity profiles
at both ends of the flue breadth are not measured �z=0 mm
and z=60 mm�.

For larger distance y to the flue the jet spreads outward
in the x-direction, the entrainment of the surrounding fluid
increases, and the centerline velocity U�xc ,y� decreases so
that the total momentum remains constant23 �see discussion
below�. This spread can be described by different profiles.

Bickley profile:24,25

U�x,y� = U�xc,y�sech2�x/b�y�� , �5�

modified Bickley profile or Nolle profile:21

U�x,y� = U�xc,y�sech2��x/b�y��n� , �6�

and the Gaussian distribution:

U�x,y� = u0 + � A�y�
w�y���/2�1/2	exp�− 2� x − xc�y�

w�y�
	2	 .

�7�

Here b�y� represents the half width parameter of the jet and n
a positive integer �for better fits decimal numbers are used�.
The Gaussian parameters are the offset u0, the 1 /e2 width
w�y�, the area A�y�, and the center xc�y� of the distribution.
The best fits have been reported by Gaussian curve fits26

followed by Nolle’s modified Bickley profile and last by the
Bickley profile. So in the following fits are done with the
Gaussian distribution.

Velocity profiles are measured at six different heights
above the flue �at y-values of 0.5, 5, 10, 15, 20, and 25 mm�
for each flue width within an x-range of +0.3 to − �d
+0.1� mm �where d is the actual flue width�. The data points
in Fig. 4 show the velocity profiles at different distances �y
=0¯25 mm in 5 mm steps� with flue width d=1.3 mm and
for a languid angle of 45°; the curves of the 60° languid are
similar. The position of the lower lip is y=0 for all measure-
ments. The solid lines in Fig. 4 are the fitted Gaussian func-

tions. The excellent agreement shows that the spreading of
the jet can be described by a Gaussian velocity distribution.
The offset u0 represents the entrainment of air to the jet from
both sides; it is not necessary for characterizing the velocity
distribution.

At the flue and at a very small distance the centerline
velocity is nearly constant. Then it decreases with increasing
distance y. A similar result is empirically found by
Yoshikawa and Arimoto.27 Their findings for the “organ 1”
foot model agree well with the results in this paper but only
for velocity profiles at longer distances to the flue. As shown
in Fig. 7 of Ref. 27, the Nolle profile still exists at a distance
of 8 mm from the flue.

With these data a mathematical relation of the velocity
reduction can be found:

U�xc,y� = Cuy−1/2, �8�

where Cu45=81.87 mm1/2 m s−1 and Cu60=80.31
mm1/2 m s−1 for the two languid angles, respectively. Fur-
thermore it is possible to calculate the jet exit angle 	jet. In
Table II the results of this calculation and the w-parameters
�1 /e2 width of the Gaussian profile� are listed. The exit
angles decrease slightly with increasing distance.

Closer investigation of the exit angle data shows that the
centerline of the jet over 5 mm distance can be regarded as a
straight line shifted slightly to the positive x-direction. For
the 45° languid this straight line starts at x45=0.215 mm with
an angle of 	45= �25.16�0.02�°, while for the 60° languid
the corresponding data are x60=0.239 mm and 	60

= �24.81�0.04�°. The exit angle of the 60° languid is
slightly smaller than that of the 45° languid �see discussion
of the velocity profiles at the flue�. This effect is also found
by Yoshikawa and Arimoto.27

In the organ building the direction of the jet is mainly
modified by changing the position of the languid regarding
the position of the lower lip, but different languid angles are
also used to control the jet exit angle.28 The results of the
velocity measurements show that the languid angle insignifi-
cantly affects the jet exit angle.

The 1 /e2 width w�y� of the Gaussian velocity profile
increases linearly with y. Linear functions of the form

w�y� = ay �9�

are fitted to the values of Table II. Both fits have coefficients
of determination R2 of nearly 1 which would be consistent
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FIG. 4. Measured and fitted jet velocity profiles at different distances to the
flue �flue width d=1.3 mm and 45° languid�. For better illustration all pro-
files except the profile at y=0.5 mm are shifted: y=5 mm: +50 �m /s�, y
=10 mm: +100 �m /s�, y=15 mm: +150 �m /s�, y=20 mm: +200 �m /s�, and
y=25 mm: +250 �m /s�.

TABLE II. Calculated jet angles 	jet and the width of the fitted Gaussian
profiles w for the 45° languid and the 60° languid at flue width of d
=1.3 mm and different y-distances �position of the lower lip is y=0 mm�.

y
�mm�

45° languid 60° languid

	jet

�deg�
w

�mm�
	jet

�deg�
w

�mm�

5 27.14 1.16 27.01 1.20
10 26.20 2.34 25.99 2.36
15 25.82 3.55 25.54 3.60
20 25.67 4.75 25.36 4.79
25 25.55 5.92 25.24 5.91
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with the original function �R45
2 =0.99989, a45=0.2367�

0.0005; R60
2 =0.99991, a60=0.2394�0.0005�. The slope of

the line is slightly larger for the 60° languid. Due to the
asymmetry of the model and Reynolds numbers between
1133 �d=0.5 mm� and 4760 �d=2.1 mm� within the range of
transitional flow,29 the jet should probably be considered as
turbulent rather than laminar. As for the laminar flow, the
y-components of the momentum of the fluid must be
constant22,23

M = 

S

�U�x,y�2dS = const. �10�

By substituting the Gaussian velocity distribution from Eq.
�7� into Eq. �10�, the momentum M can be calculated for flue
breadth b as

M = �bA�y�2/w�y�/�1/2 = const. �11�

That is, the quantity A�y�2 /w�y� should be constant for a
given flue geometry. This requirement for the fit parameters
is fulfilled for all investigated jets, i.e., the momentum is
conserved by the jet emitted from the flue.

Introducing the centerline velocity U�xc ,y� instead of
A�y� and taking into account that the constant value of M
equals the momentum at the flue,

M = �b�dU0B
2 , �12�

the centerline velocity can be calculated as

U�xc,y� = 21/2�−1/4U0B��d/w�y��1/2. �13�

The contraction coefficient of the issuing jet is �=0.62.

B. Edge tone measurements and frequency
analysis

For edge tone measurements the upper lip is added to
the model. The upper lip is parallel positioned to the z-axis.
The x- and y-positions and the angle of the upper lip to the
y-axis can be adjusted by micrometer screws. Since the pitch
and loudness of the edge tone depend significantly on the
position of the upper lip related to the velocity profile, the
angle and the x-position are adjusted so that the amplitude of
the first edge tone mode is the highest. The variable param-
eters are the flue width, the slit-to-edge distance L �cut-up�,
and the jet exit velocity. The velocity is changed by the pres-
sure in the pipe foot.

The outflow direction and velocity profile of the jet did
not change when the upper lip was attached. However, slight
changes have been observed in the case of a strong edge
tone. As the maximal velocity decreased, the Gaussian pro-
file became broader and the standard deviation of the veloc-
ity increased. The changes became smaller when the loud-
ness of the edge tone was reduced by shifting the upper lip
away from the optimal x-position. Such behavior can be ex-
pected when the jet oscillates in the transverse direction.

If we listen to an edge tone we notice no stable tone. It
is an “active” tone with fluctuating pitch and loudness and of
course some flow noise can also be heard. Spectra of typical
edge tones are shown in Fig. 5 for different pressures in the
pipe foot �100, 200, and 700 Pa�. Several peaks can be seen

in the spectrum. Normally one peak is much narrower and
higher than the others. The frequency and amplitude of this
peak determine the pitch and loudness of the listened edge
tone. A gradual change in either the wind pressure or the
cut-up resulted in gradual shifts of the frequencies and am-
plitudes of the peaks. Moreover, additional peaks may ap-
pear, or already existing peaks may disappear. Up to seven or
eight peaks have been found in the measured edge tone spec-
tra.

In the whole frequency range �0¯22.05 kHz� of the
spectra of Fig. 5, ppf=700 Pa, six peaks can be observed.
These peaks correspond to different sinuous oscillation
modes21,30 of the planar jet. The presence of several sinuous
modes in the edge tone spectrum means that the jet can os-
cillate at more frequencies at the same time; i.e., the edge
tone modes coexist.

The modes are often called “stages” in the literature be-
cause sudden changes in the pitch of the edge tone have been
observed in several earlier experiments.1,2,5,31 Since in the
presented work all measured edge tone spectra show the co-
existence of several peaks, and only gradual changes in the
peak frequencies and amplitudes are observed, it is more
appropriate to use the expression “mode” instead of stage
because the latter implies the existence of discrete, separated
sounding domains of the edge tone.

1. Varying the pressure „velocity…

The pressure in the pipe foot is changed in 100 Pa steps
from 100 to 1000 Pa at different flue widths �d
=0.5–2.1 mm� and languids. For low pressures the spectral
peaks are very close together with a small bandwidth �cf.
Fig. 5, ppf=100 Pa�. If the pressure increases the distance
between the bandwidth of the peaks becomes wider �cf. Fig.
5, ppf=200 Pa�.

During the gradual change in the mentioned parameters
the dominant mode may also change. For example, when the
pressure in the pipe foot decreased from 200 to 100 Pa, the
highest amplitude is shifted from the first mode to the second
one in Fig. 5. When the edge tone is listened to by a person,
the gradual increase in the amplitude of the second mode
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FIG. 5. Typical edge tone spectra with the 45° languid, the cut-up L
=10 mm, the flue width d=1.3 mm, and with different pressures in the pipe
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may be resulted in a sudden jump of the perceived pitch from
the original one �determined by the first mode� to a higher
pitch �determined by the second mode�. This subjective ef-
fect may explain the earlier observations about the existence
of separated stages of edge tone.

In several earlier published papers sudden frequency
jumps and hysteresis between two stages have been observed
when the driving pressure of the jet was changed. However,
no such effect has been observed in our experiments within
the investigated pressure range of 100–1000 Pa. The atten-
tion of this work is turned to the development of a pipe foot
model with respect to real organ pipes. Therefore other ma-
terials, geometries, and parameter settings are used as in the
earlier studies, which dealt with the basic physical processes.

The edge tone frequency calculations are performed by
three different theoretical models: the model of Holger:8

fN = 0.925�N + �N�3/2U0d1/2/L3/2, �14�

the very common form of Bamberger et al.32 and Paál and
Vaik:10

f = CdU0/L , �15�

and a modified version of Eq. �14� investigated by the au-
thors and first proposed in this publication:

fN = Cd,NU0d1/2/Lnd,N/2. �16�

In Eqs. �14�–�16� N denotes the mode number and �N is a
numerical constant. Its values for the first three modes are
�1=0.4, �2=0.35, and �3=0.5, Cd, Cd,N, and nd,N are fit con-
stants, and U0 is the mean exit velocity of the jet. For con-
stant flue width d and cut-up L all the above three equations
are linear functions of the velocity33 U0. However, the slopes
of the linear functions are different. Measured �symbols�
edge tone frequencies of the first three modes are plotted in
Fig. 6 for d=1.3 mm and L=10 mm as functions of the cal-
culated exit velocity U0B �Eq. �4��. The linear dependency of
the frequencies on U0B is confirmed by a linear fitted curve
�solid�. The higher the mode is, the steeper the slope of the
curve is.

The frequency ratios f2 / f1=2.5 and f3 / f1=4.25 are con-
stant within the whole pressure range, but they decrease with

increasing flue width. At time no appreciable relation of the
amplitude changes in different modes and in different flue
widths has been found. A first approximation can be given:
the measured data show that the amplitudes of the first mode
increase with increasing pressure while the amplitudes of the
other modes increase until 400 Pa then keep nearly constant
or they fall slightly.

2. Varying the slit-to-edge distance

In this section the dependency of the edge tone fre-
quency on the cut-up L is discussed. Measurements are done
with a constant pressure of 700 Pa in the pipe foot, and again
with different values of the flue width d �0.5–2.1 mm� and
with the two languids �45° and 60°�. Measured and calcu-
lated edge tone frequencies are plotted in Fig. 7 for the first
mode as a function of the cut-up L. An increase in the cut-up
resulted in the decrease in the frequencies and the ampli-
tudes. Again no frequency jumps occur. The number of
modes became continuously smaller. The functions and cal-
culations of the higher modes are similar to those of mode
one, but shifted.

In the figure three frequency curves, calculated by Eqs.
�14�–�16�, are plotted too. With the formula and parameter
settings of Holger the deviation is much too high. The cal-
culations with L−1 differ as well as from the measured data.
Parameter settings for Eq. �16� according to Table III give
the best fit results for all measured flue width and cut-up
settings.

Another approach of calculating the edge tone frequency
deals with the assumption of a feedback loop.2,34 The distur-
bances of the jet need a travel time 
1 from the flue to the
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FIG. 6. Measured frequency of the first three modes �mode I: squares, mode
II: circles, and mode III: triangles� of the edge tone as a function of the
calculated mean exit velocity U0B of the jet �cut-up L=10 mm and flue
width d=1.3 mm�. Results of a linear curve fit �solid� are plotted for com-
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FIG. 7. Cut-up dependency of the frequency mode I: flue width d
=1.3 mm and pressure in the pipe foot ppf=700 Pa. Measured data points
are plotted as symbols. The solid lines denote the results by the modified
formula �Eq. �16��, the dashed lines the results of Bamberger and Páal �Eq.
�15��, and the dashed dotted lines those of Holger �Eq. �14��.

TABLE III. Fit parameters �constant C1.3 and exponent n1.3� of the modified
Eq. �16� of Holger for the first three frequency modes at flue width of d
=1.3 mm.

C1.3

���
n1.3

���

Mode I 600.59 2.76
Mode II 1166.65 2.57
Mode III 1908.57 2.53
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upper lip. The acoustic signal that generated a little distance
downstream the tip of the edge of the upper lip11,35,36 has a
travel time 
2= �L+�L� /c0 back to the flue, where it pro-
duces a disturbance on the jet. Here �L and c0 are the dis-
tance of the sound source from the upper labium and the
speed of sound, respectively. Thus, a feedback loop with an
acoustical feedback exists. This feedback can maintain an
edge tone oscillation with a frequency of f =1 / �
1+
2�. It is
assumed that disturbances propagate with about half of the
flow velocity30 of the jet. According to Eq. �8� the centerline
velocity of the jet is proportional to y−1/2; therefore the
propagation velocity can be written as Cuy−1/2, where Cu is a
constant. Thus 
1 can be calculated by integrating the propa-
gation velocity from the flue to L+�L:


1 = 

0

L+�L y1/2dy

Cu
= 2�L + �L�3/2/3Cu. �17�

The frequency of the edge tone can be given as

f = �L + �L

c0
+

2�L + �L�3/2

3Cu
	−1

. �18�

Regarding Cu and �L as fit parameters �see Table IV� Eq.
�18� fits excellently to the measured edge tone frequencies.
This result also explains why neither the Holger model nor
the Paál–Bamberger model could properly describe the de-
pendence of the edge tone frequency on the cut-up distance.
It follows from Eq. �18� that if f is approximated by a power
function, its exponent must be larger than −3 /2 and smaller
than −1. This condition is fulfilled by the modified Holger-
equation applied in the present paper.

By the edge tone measurements the y-position �cut-up L�
of the upper lip is adjusted first, then the upper lip is moved
along the x-axis until the position is found, where the ampli-
tude �measured and averaged by the HP analyzer� of the first
edge tone mode is maximal. From the adjusted x- and
y-positions an angle can be calculated and compared to the
measured jet exit angle given in Table II. The calculated
angle values correlate well with the data of Table II, showing
that the maximal edge tone amplitude is produced at the
maximum of the velocity profile.

V. CONCLUSION

For an experimental study on the edge tone a pipe foot
model with adjustable parameters has been developed. The
applied geometry and materials are based on real organ
pipes. By means of micrometer resolution linear and rotation
tables, the pipe foot model allows reproducible measure-
ments and a high accuracy of the adjustments.

Velocity measurements with different flue widths show
that the exit velocity of the jet corresponds to the Bernoulli-
velocity, and it is asymmetrically contracted. At larger dis-
tances ��5 mm� the velocity distribution can be described
by a Gauss-function having linearly increasing width. A
mathematical relation of the centerline velocity as a function
of the distance to the flue y is found and used for further
frequency calculations. By substituting the found velocity
distribution into the momentum conservation equation its va-
lidity for the jet has been confirmed. The results of the pre-
sented work allow the determination of flow direction and
velocity profile from the flue geometry and the pressure in
pipe foot. This information can help the organ builder by the
voicing adjustment of labial organ pipes.

The results of edge tone measurements already show
differences between previous studies and the present one. No
frequency stages �and hysteresis phenomena� are found
within the investigated pressure and cut-up range; the fre-
quency modes of the edge tone coexist. The measured fre-
quencies can be described by the modified Holger model or
the model of Eq. �18�. Significant differences in the flue ge-
ometry and exit velocity range compared to the flue geom-
etries and velocity ranges of previous investigations may ex-
plain the different results. The acoustic measurements also
confirm the jet exit angle calculated from the velocity mea-
surements. If the upper lip is positioned at the center of the
velocity profile the edge tone amplitude is maximal.

In this paper the basic flow and edge tone phenomena of
the pipe foot model have been investigated. The traditional
knowledge of organ builders about the sensitivity of the la-
bium on small adjustments is fully supported by the results.
However, the effects of the different parameters on the jet
and edge tone have been measured by modern instruments
not only by listening the pipe sound. The expressions found
for jet velocity distribution and edge tone frequencies may
facilitate the very complex work of voicing adjustment of
organ pipes.
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The effect of various stages of fracture healing on the amplitude of 200 kHz ultrasonic waves
propagating along cortical bone plates and across an idealized fracture has been modeled
numerically and experimentally. A simple, water-filled, transverse fracture was used to simulate the
inflammatory stage. Next, a symmetric external callus was added to represent the repair stage, while
a callus of reducing size was used to simulate the remodeling stage. The variation in the first arrival
signal amplitude across the fracture site was calculated and compared with data for an intact plate
in order to calculate the fracture transmission loss �FTL� in decibels. The inclusion of the callus
reduced the fracture loss. The most significant changes were calculated to occur from the initial
inflammatory phase to the formation of a callus �with the FTL reducing from 6.3 to between 5.5 and
3.5 dB, depending on the properties of the callus� and in the remodeling phase where, after a 50%
reduction in the size of the callus, the FTL reduced to between 2.0 and 1.3 dB. Qualitatively, the
experimental results follow the model predictions. The change in signal amplitude with callus
geometry and elastic properties could potentially be used to monitor the healing process.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3158938�

PACS number�s�: 43.80.Ev, 43.80.Jz, 43.80.Qf, 43.80.Vj �DLM� Pages: 887–894

I. INTRODUCTION

This paper describes a numerical study of the transmis-
sion of ultrasonic waves across a simulated transverse bone
fracture �as might be observed when using the axial trans-
mission technique� and, in particular, how the progressive
healing of the fracture affects the transmission. It indicates
that the formation of the callus has a significant effect on the
transmitted wave and that the transmission changes in a com-
plex manner through the healing process. Experimental mea-
surements using a simulated fracture in Sawbones® plates
are used to confirm the qualitative features of the simula-
tions.

The use of ultrasound for the assessment of musculosk-
eletal conditions is appealing due to its quantitative potential.
Through in-vitro experimentation and numerical modeling,
advances have been made in the understanding of ultrasound
wave propagation along cortical bone. These studies are im-
portant for devising techniques for monitoring fracture
healing1–5 and for detecting the onset of osteoporosis.6–10 In
the case of fracture healing monitoring attempts have been

made to utilize the change in velocity, measured for a speci-
fied transducer separation, to distinguish between ultrasound
waves traveling through bone with and without a fracture
present. As the velocity is expected to gradually return to the
value of the solid bone as the fracture heals this technique
could potentially be used to monitor intermediate stages in
the repair process1,11 and, ultimately, predict the end-point of
healing.

In the axial transmission technique, the waves propagat-
ing along a plate/bone reduce in amplitude as a result of both
the absorption in the material and wave energy leaking out of
the plate/bone into the surrounding fluid/tissue, a process
known as re-radiation. As a consequence of both these ef-
fects the re-radiated waves, detected by a receiving ultra-
sound transducer, reduce in amplitude with distance. Mea-
surements of the amplitude of the re-radiated wave with
propagation distance can be used to evaluate the effective
attenuation of the ultrasound along the plate. In addition, if
there is a discontinuity in the plate/bone, such as a fracture,
then the amplitude of the wave transmitted across the discon-
tinuity is reduced. By measuring the re-radiated wave, the
fracture transmission loss �FTL� resulting from the disconti-
nuity �i.e., the fracture� can be measured.

a�Author to whom correspondence should be addressed. Electronic mail:
j.l.cunningham@bath.ac.uk
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Numerical modeling has proved a useful tool for under-
standing how the velocity and attenuation of ultrasound vary
with bone geometry and acoustic frequency,4,12–14 when mea-
sured using an axial transmission technique. In recent two-
dimensional �2D� and three-dimensional studies by Proto-
pappas et al.,2,3 the different stages of fracture healing �in-
flammatory to hard callus� and their effect on ultrasound ve-
locity were simulated, thus providing predictions for the be-
havior of this particular acoustic parameter during the
healing process.

It has recently been demonstrated that ultrasound signal
loss has the potential to be a good quantitative indicator of
the presence of idealized fractures of varying geometries in
bone.15–17 A number of fracture geometries have been mod-
eled for a particular plate thickness, starting with simple
transverse fractures surrounded and filled by water. The wa-
ter simulates the hematoma present at the inflammatory stage
of the fracture healing and the soft tissues surrounding the
bone. Numerical models, approximating cortical bone as an
isotropic flat plate, compared reasonably well with experi-
mental results5,12 and simulations provided a good under-
standing of the relationship between first arrival signal �FAS�
velocity and attenuation, plate thickness, and the acoustic
frequency. These show that for a small ideal gap the trans-
mitted signal may be reduced by 6 dB or more as a result of
the fracture presence.

This work is designed to complement these studies, with
experimental and numerical modeling being employed to
simulate the axial transmission technique and the amplitude
of the ultrasonic waves transmitted across fractures at differ-
ent stages of the healing sequence. As the fracture heals, the
mechanical and geometric properties of the fracture site
change;18 the formation of an external callus and the increas-
ing stiffness of the material in the fracture gap will markedly
influence the propagating wave. Hence, the more advanced
stages of healing have also been studied using models aimed
at replicating a bridging symmetric callus. To simulate the
progress of healing, the mechanical and acoustical properties
of the callus bridging the fracture have been varied based on
reference data gathered from the literature. The changes in
ultrasound propagation resulting from the remodeling stage
of healing have also been investigated in this study. In order
to verify the performance of the numerical model, experi-
mental results were also obtained using Sawbones® plates to
simulate the cortical bone and bone cement to simulate the
callus.

II. METHODS AND MATERIALS

The modeling studies described here used an axial ge-
ometry and parameters based on an experimental facility that
has been used previously to study the axial transmission
technique.5,15 This system was also used to obtain the experi-
mental results described in this work.

A. Axial transmission model

The axial transmission technique was modeled using a
2D finite difference code �WAVE2000 PRO, Cyberlogic�, the
simulation details adopted are tailored to replicate as closely

as possible the experimental geometry. In the finite differ-
ence numerical models, a rectangular region with dimensions
200�15 mm2 was used to simulate the water surrounding
the cortical bone plate; water was used as an ultrasound
mimic for soft tissue and blood in a similar manner as the
conditions in the experimental set-up. One ultrasound source
�T� and an array of receivers �R� with widths of 20 mm were
positioned within the water region at a constant height, h
=5 mm, above the plate �see Fig. 1�, an initial transducer
separation, denoted by x0, was chosen to avoid signal inter-
ference from direct water borne waves. The time and space
resolution of these simulations were 0.150 mm and 0.0145
�10−6 s, respectively.

The source �T� used in the models was configured to
output a 4-cycle Gaussian-modulated pulse with 200 kHz
central frequency, which simulated the characteristics of the
output produced by the experimental transducers. Since the
simulated receiving transducers �R� gave an output propor-
tional to the average pressure over the face of the receiver at
a particular position and did not have any effect on the wave-
field, it was possible to create an overlapping transducer ar-
ray spaced 1 mm apart to provide data for the FAS amplitude
V�x� over a specified propagation distance �x�. The FAS am-
plitude was determined from the peak of the first half cycle
of the signal.

B. Fracture geometries for healing study

For the healing process, seven stages were simulated
using a 4 mm thick, isotropic, flat bone plate with a 1 mm
wide transverse fracture. Figure 2�a� shows the intact bone
plate and Figs. 2�b�–2�g� show the geometries used for each
of the main stages of the healing processes.18 Stage 1 �Fig.
2�b�� represents the initial fracture of the plate, which pro-
vided information on the inflammatory stage of fracture heal-
ing. In this case the gap is filled with water �to simulate
blood�. Stage 2 �Fig. 2�c�� simulates the initiation of the
bridging and ossification process with a symmetric external
callus forming to bridge the gap and stabilize the fracture,
while cartilage forms at the fracture site. A Gaussian profile
with a peak height of 3 mm and a width of 20 mm was used
to represent the callus. In this study, height and width refer to
the dimensions of the callus and not the medical terms relat-
ing to measurement of the whole callus. Subsequently, stages
3 and 4 �Figs. 2�d� and 2�e�� show the continued ossification

FIG. 1. A geometric representation of the axial transmission apparatus
showing the water and test sample, where T and R represent the transmitting
and receiving transducers, respectively. x0, x, d, h, and w are the initial
transducer separation, transducer separation, test plate thickness, height of
transducer face above plate, and fracture gap width, respectively. The dotted
line above point A represents the starting position of the measurements.
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of the callus and fracture site materials, resulting in a hard
callus. In stage 3 the gap is filled with cartilage while in
stage 4 it is replaced with stiffer callus material. Finally,
stages 5 and 6 �Figs. 2�f� and 2�g�� simulate the remodeling
stages of healing where the cortical bone replaces the hard
callus material and the external callus reduces in size to re-
turn the bone to its original state.

C. Experimental configuration

The in-vitro experiments to simulate the healing stages
used 6 mm thick Sawbones® plates immersed in a water
tank. A baseline measurement was performed over a speci-
fied distance on an intact plate; then a 4 mm transverse gap
was introduced and the measurement was retaken. While the
fracture gap width was maintained, the plate discontinuity
was filled using Palacos® R bone cement and the FAS at-

tenuation, over the same distance, was determined. Finally,
bone cement was added to the top surface of the plate to
simulate a callus. The callus was approximately dome
shaped with a height of 4 mm at the center and extended 7.5
mm either side of the center of the fracture site �width of 15
mm�. This geometry was maintained across the width of the
plate. Figures 3�a�–3�c� provide a representation of the geo-
metrical and mechanical changes.

In the in-vitro experiments, the receiving transducer �R�
was moved over the distance �x� at 1 mm intervals using a
linear stepper motor rig with the separation being measured
by an optical encoder �accuracy of �1%�. The received sig-
nals were filtered, amplified, and captured using a digital
oscilloscope and averaged over 128 waveforms. As in the
simulations, the amplitude of the first peak at each separation
interval was used to calculate the FAS attenuation, with the
experimental data recorded for three separate runs and then
averaged.

These experimental measurements were also simulated
numerically using an appropriate callus geometry.

D. Simulated material, elastic, and acoustic properties

Material and acoustic properties used in the simulations
were estimated from data in the literature and are shown in
Table I. In the healing stage models, human cortical bone
was represented by the properties, �=1850 kg /m3, VL

=4000 m /s, and VS=1800 m /s �E=16.5 GPa�, which were
used in previous studies.5,13 Cartilage properties ��
=1050 kg /m3, VL=1775 m /s, and VS=946 m /s, giving E
=2.45 GPa� were estimated using a velocity range for hu-

FIG. 3. Modeling pictures representing the three fracture geometries used in
the in-vitro experiments and 2D simulations. A 6 mm, thick plate, sur-
rounded by water and �a� a 4 mm transverse fracture, �b� bone cement
filling/bridging the fracture gap, and �c� a callus is added to the top surface.

FIG. 2. Modeling pictures of the six stages of secondary healing: �a� an
intact bone �light gray�. �b� Stage 1: The initial transverse fracture. Stages
2–4: A bridging callus with degrees of ossification, where �c� shows the hard
callus material �dark gray� forming the bridge with cartilage filling the gap
�black�, �d� shows the hard callus material connecting to bridge the gap and
cartilage remaining within the fracture gap, and �e� shows the hard callus
material throughout the fracture site. Stages 5 and 6: Remodeling, where �f�
represents the hard callus material replaced by cortical bone within the
fracture gap and �g� the reduction in callus size as the bone returns to
original state. Water is used to represent the blood in these simulations.

TABLE I. Material, elastic, and acoustic properties used in numerical simulations. Data taken from the litera-
ture are referenced. The remaining values were estimated or calculated from referenced data using standard
equations.

Material
�

�kg m−3�
E

�GPa� �
VL

�m s−1�
VS

�m s−1�

Cortical bone 1850a 16.45 0.37 4000a 1800a

Water/blood 1000a
¯ ¯ 1500a

¯

Cartilage 1050b 2.45 0.3c 1775b 946b

Callus material 1 1600 5 0.3c 2050 1095
Callus material 2 1600 10 0.3c 2900 1551
Callus material 3 1600 15 0.3c 3553 1897
Sawbones® 1700d 11.3 0.35 3300d 1600d

Palacos® R bone cement 1281e 3.25 0.33 2750 1380

aReference 5.
bReference 19.
cReference 20.
dReference 15.
eReference 23.
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man specimens,19 and Poisson’s ratio given by Claes and
Heigele.20 A bovine cartilage density of 1050 kg /m3 re-
ported by Joseph et al.21 was assumed to be a good estimate
for the human equivalent, since data on human cartilage are
scarce. Human and bovine cartilages have similar constitu-
ents �60%–80% water by weight22�, therefore resulting in
similar densities. Material damping values for these materi-
als have not been included due to the lack of reliable data at
200 kHz.

The density and acoustic properties of the callus were
difficult to predict due to the ossification process.20 There-
fore, a range of Young’s modulus values �5–15 GPa� were
modeled for this callus material �Table I�, with Poisson’s
ratio based on data by Claes and Heigele.20 These values lie
in between the simulated mechanical properties of cartilage
and cortical bone. In a similar manner, the density of the hard
callus material will lie between cartilage and cortical bone;
however, for this study it was estimated to be closer to cor-
tical bone �1600 kg /m3�.

For the experimental section of the study, Sawbones®
plates and Palacos® R bone cement were used. The model-
ing of these experimental results used appropriate data based
on values from the literature. Sawbones® properties were
taken from a similar study,5 while the density of the bone
cement has been measured previously by Armstrong et al.23

Due to the amount of acrylic present in this particular bone
cement24 and the measured density, the acoustic velocities
were estimated to be similar to Perspex. Therefore, these
values were based on the material database in the WAVE2000

PRO software package.

E. Fracture loss calculation

The amplitude data �for the FAS� was plotted as a sound
pressure level �SPL�, in decibels, versus transducer separa-
tion �m� using

SPL�x� = 20 log�V�x�/V�x0�� , �1�

where V�x0� is the signal amplitude at x=x0 and V�x� is the
signal amplitude at each measurement position x.

The difference in SPLs at a given measurement position
�x� was used previously15,16 to represent the change in FAS
amplitude caused by a discontinuity and was expressed as a
FTL, calculated using

FTL�x� = − �SPLF�x� − SPLI�x�� , �2�

where the subscript I denotes an intact specimen and F de-
notes a fractured specimen. These parameters are used
throughout the paper. With the notation of Eq. �2�, a reduc-
tion in signal as a result of the fracture will give rise to a
positive FTL.

III. RESULTS

A. Effect of different healing stages on the FAS
amplitude

Typical experimentally measured and numerically simu-
lated signals are presented in Figs. 4�a� and 4�b�, respec-
tively. Figure 4�b� shows the complex nature of the received
signals with more than one wave contributions resulting in

interference effects between the different contributions. The
nature of the waves received when using the axial transmis-
sion technique has been discussed previously.13,5,10 This has
shown that the first arrival travels at the velocity of a com-
pressional wave or S0 mode depending on the range and plate
thickness. In this work the amplitude of the first peak of the
transmitted waveform �Fig. 4�a�� is used for simplicity.

Figure 5�a� shows the effect of the simulated healing
stages 1–6 on the FAS amplitude of an ultrasound wave
propagating along a 4 mm bone plate with a 1 mm transverse
fracture gap. With reference to Figs. 5�a�–5�c�, the first frac-
ture interface is positioned at a transducer separation of 0.07
m. In this particular study, the net signal loss, or FTL, was
considered. This parameter gave the difference in SPL be-
tween the intact bone plate and the subsequent healing stages
of the fractured bone plate at a particular transducer separa-
tion. Figure 5�a� shows the results obtained using callus ma-
terial 1 �E=5 GPa�; the geometry and mechanical properties
of each healing stage resulted in a different shape to the
corresponding SPL curves. At the maximum transducer sepa-
ration �120 mm�, the difference in signal amplitude between
the subsequent healing stages and the baseline value varied
significantly. These differences expressed as both a percent-
age change from the baseline data and as a FTL are presented
in Table II.

The simulation of stage 1, which represented the inflam-
matory stage of healing, produced a significant drop in the
signal amplitude compared to the intact plate �Fig. 5�a��,
resulting in a large FTL. When the bridging callus was in-
troduced in stage 2, the FTL value was reduced relative to
stage 1, i.e., the signal amplitude increased. Stages 2 and 3
represented a bridging callus and little change in FTL was
seen at stage 3 as the external callus formed to bridge the
gap. A subsequent change to a hard callus �stage 4�, i.e.,
when the ossification had occurred throughout the fracture
site, resulted in a small decrease in the loss of signal ampli-
tude, and hence FTL, relative to stage 3. However, the be-
ginning of the remodeling stage �stage 5� caused no signifi-
cant change in the FTL value compared to stage 4. Only
when the callus reduced in size in stage 6 did the FTL
change significantly.

FIG. 4. Typical experimental �a� and simulated �b� signals.
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B. Effect of increasing Young’s modulus of the callus
material

The effect of increasing Young’s modulus �E� of the
callus material on the FTL values produced by the simula-
tions are demonstrated in Figs. 5�a�–5�c�. Table II summa-

rizes the percentage change in amplitude compared with the
baseline data and shows the FTL calculated from these
curves for each Young’s modulus value used �callus materi-
als 1–3, 5–15 GPa�. A callus with a Young’s modulus of 10
GPa produced a larger drop in FTL between stages 1 and 2
�Fig. 5�b��, compared to the same fracture geometry with
half the stiffness, E=5 GPa �Fig. 5�a��. Although there ex-
ists a continuous fall in FTL from stages 2 to 5, the change is
relatively small, in a similar way to that obtained for E
=5 GPa. A much larger drop in FTL occurred from stages 5
to 6 than existed for original Young’s modulus. When
Young’s modulus of the callus material was increased further
to 15 GPa �Fig. 5�c��, the same pattern was produced with
similar FTL values to those obtained for 10 GPa.

C. In-vitro experiments of changing the fracture
geometry and mechanical properties of a fracture site

Corresponding experimental FAS amplitude results of
changing the shape and geometry of the fracture site for a
Sawbones® bone plate mimic with a 4 mm transverse frac-
ture are shown in Fig. 6�a�. For the results presented in Fig.

FIG. 5. Numerical modeling results of the SPL versus transducer separation
for the six healing stages when Young’s modulus value corresponds to callus
materials �a� 1 �5 GPa�, �b� 2 �10 GPa�, and �c� 3 �15 GPa�. FTL calculations
where preformed using data taken at 120 mm. The first fracture interface is
positioned at a transducer separation of 0.07 m.

TABLE II. A comparison between the FTL calculated from numerical mod-
eling data of the signal loss produced by healing stages 1–6 and increasing
Young’s modulus of the callus material. The change in signal amplitude
�compared with the baseline data� is also expressed as a percentage and
given in parentheses.

Healing stage

Callus material

1 �5 GPa� 2 �10 GPa� 3 �15 GPa�
FTL �dB�

1 6.3 ��52%� 6.3 ��52%� 6.3 ��52%�
2 5.5 ��47%� 3.9 ��36%� 3.5 ��33%�
3 5.4 ��46%� 3.5 ��33%� 3.2 ��31%�
4 4.8 ��42%� 3.2 ��31%� 2.7 ��27%�
5 4.7 ��42%� 3.3 ��32%� 2.9 ��28%�
6 2.0 ��21%� 1.3 ��14%� 1.3 ��14%�

FIG. 6. Results of the SPL versus transducer separation measurements for
�a� in-vitro experiments investigating the effect of fracture geometry and
mechanical properties on signal amplitude, and �b� simulations of the in-
vitro experiments. A 6 mm thick Sawbones® plate with a 4 mm transverse
fracture was used for this work. The first fracture interface is positioned at a
transducer separation of 0.07 m.
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6 the first fracture interface was positioned at a transducer
separation of 0.07 m. A large drop in signal amplitude is seen
for the inflammatory stage, equivalent to stage 1 in the nu-
merical modeling. When an intermediate material, Palacos®
R bone cement, was substituted for the water in the gap, the
signal loss was reduced significantly, i.e., the signal ampli-
tude at large separation was only slightly lower than the
baseline data, giving a small FTL. Adding a callus to the top
surface of the bone mimic plate resulted in increased signal
loss and hence an increase in FTL. The experimental uncer-
tainty associated with the experimental baseline and callus
measurements of amplitude was approximately 10%.

D. Modeling of the callus experiment

Figure 6�b� shows the results of modeling the in-vitro
experiment. The model predicted similar changes in the sig-
nal amplitude at large separations for the different fracture
geometries used in the experiments. When the material in the
fracture gap was given the properties of the cement, the sig-
nal loss was small compared to the baseline data, but the
addition of a callus caused the signal loss to increase and
resulted in a larger FTL �Table III�. One significant differ-
ence between the experimental data and the numerical mod-
eling was the shape of characteristic curve for the callus
geometry. In the model, a large peak in the reradiated ampli-
tude was produced; this was not present in the experimental
data.

IV. DISCUSSION

Previous studies of the relative change in velocity as a
transverse fracture healed1,2,11 have shown that, after the ini-
tial fracture, the velocity tended to increase steadily toward
the baseline �intact� value. The models of a healing trans-
verse fracture used in this study suggest that the relative
change in FAS amplitude displays a different variation with
the healing stages when compared with the velocity changes.
It is also interesting to compare the magnitude of the changes
observed in average velocity and transmission amplitude.
For example, for a 2 mm fracture gap and 20 mm transducer
spacing, the maximum reduction in average velocity reported
by Protopappas et al.2 was of order 20%. For the attenuation
measurements reported here for a gap of 2 mm the reductions
in transmission are of order 50%. Velocities will in general
be easier to measure accurately, but as the transducer sepa-
ration increases the change in average velocity reduces un-
like the FTL.

For a relatively low modulus callus �G=5 GPa�, the
changes in the FAS amplitude were not steady with the heal-
ing process stages. The change in geometry, i.e., introduction
of a bridging callus �stages 1 and 2�, and the low stiffness of
the callus material did not result in a significant decrease in
the FTL. Similarly, the change in mechanical properties, as
the fracture geometry remained constant �stage 2–5�, did not
result in significant decreases in the signal loss. This would
suggest that the mechanical changes within the callus do not
greatly affect the measurements. The most apparent change
occurred in the simulated remodeling stage �stage 6�, where
the loss was approximately halved �see Table II�.

This picture changed when the stiffness of the callus
material was increased to 10 GPa. Essentially, small in-
creases toward the baseline result �decrease in FTL� were
observed for data taken in stages 2–5, while a marked change
was observed between stages 1 and 2 and between stages 5
and 6. The small variation in amplitude for stages 2–5 rein-
forced the idea that the mechanical changes within the gap
do not greatly affect the measurements. A further increase in
callus stiffness �to 15 GPa� did not significantly alter this
behavior.

The reduction in fracture loss as the callus is added
�from stages 1 to 2� indicates that the callus helps to guide
the acoustic radiation from one side of the fracture to the
other, effectively acting as a waveguide. This effect is shown
in Fig. 7 which shows snapshots of the numerical simula-
tions for healing stages 1–5 at a time when the front of the
pulse has just passed the fracture. It should be noted that
from stage 2 the pressure wave spreads out in to callus, with
similar pressures in the callus and bone. This effect increases

TABLE III. A comparison between the FTL measured from in-vitro experi-
ments and predicted by numerical modeling of the signal loss produced by
three different fracture geometries simulated on a Sawbones® plate. The
change in signal amplitude �compared with the baseline data� is also ex-
pressed as a percentage and given in parentheses.

Gap material

FTL �dB�

Measured Predicted

Water 5.9 ��49%� 7.5 ��58%�
Bone cement 0.2 ��3%� 0.7 ��8%�
Bone cement callus 3.0 ��29%� 2.3 ��23%�

FIG. 7. Numerical simulation snapshots of acoustic pressure for healing
stages 1–5. At stage 1 the fracture gap is filled with water, stage 2 represents
the initiation of bridging and ossification with a symmetrical noncontinuous
callus and cartilage at the fracture site, and stages 3 and 4 represent the
continued ossification of callus, the difference being the material filling the
fracture gap which is modeled as cartilage in stage 3 and callus in stage 4.
The front of the acoustic pulse has just passed the fracture.
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as the modulus of the callus increases due to the better
matching of the bone to the callus. At the same time, how-
ever, the callus acts as an additional load on the bone giving
rise to an increased re-radiation from the fracture site. This
effect then appears to dominate the loss, so changes in the
fracture gap material modulus have relatively little effect on
the fracture loss �stages 2–5�. As the density of the callus
remains constant, the mass loading will not vary with callus
material. As a result, the loss only starts to approach the
baseline as the callus reduces in size �stages 6 and 7�.

Some experiments were performed to simulate the effect
of changing the mechanical properties and geometry of a
fracture site, in this case using flat plates. These experiments
provided some useful insights, even though they do not use
the same geometries as the numerical modeling. Increasing
the stiffness of the simulated healing tissue, i.e., substituting
bone cement for water in the fracture gap, resulted in a sig-
nificant decrease in signal loss �higher transmission�. The
gap filler reduces the mismatch at the two gap interfaces and
increases the transmission across the fracture zone. This pat-
tern is also seen in the modeling of these experiments. How-
ever, adding a bone cement callus to the top surface across
the fracture resulted in an increased signal loss compared to
just the gap filler alone. This confirms the concept that the
callus itself can give rise to strong scattering/re-radiation and
a reduction in signal transmission across the fracture and this
may have some clinical relevance depending on the extent of
callus formation during healing.

In terms of sensitivity of the signal amplitude measure-
ment to changing mechanical and geometrical properties at
the fracture site, these models and experiments suggest that
only three changes are detectable. The first change from
stages 1 to 2 �initial inflammatory condition to the formation
of a callus� is a result of both the geometrical and mechanical
properties of the fracture site. However, a stiffer callus ma-
terial creates a larger relative signal amplitude change at this
stage. Mechanical changes within the callus that occur from
stages 2 to 5 though potentially clinically significant cannot
be easily detected with this experimental set-up. It is possible
that the change in signal amplitude from stages 5 to 6 may be
proportional to the callus dimensions. Therefore, the next
detectable change would occur in the remodeling stage after
a significant reduction in the callus size has taken place. The
final change occurs when the original geometry of the bone
is regained.

In these models and experiments, only the transverse
case was considered. A number of physical properties need
to be investigated to provide a more complete picture of the
wave interaction at different healing stages. The thickness of
the bone plate at a particular acoustic frequency has been
shown to influence FAS velocity and attenuation measure-
ments; therefore, modeling of different geometries, such as
oblique fractures, and different plate thicknesses may also
provide important insights on the modalities of ultrasound
propagation in bone. Other properties, such as cortical bone
porosity and material damping, may also have an effect on
the relative amount of ultrasound signal loss detected.

V. CONCLUSIONS

The results presented confirm that the addition of a dis-
continuity to a cortical bone model, such as a transverse
fracture, results in a reduction in the reradiated FAS ampli-
tude beyond the discontinuity. The use of a numerical finite
difference model has enabled the effects of the different
stages of the fracture healing process on the acoustic trans-
mission to be studied. These show that the changes can be
complex, and do not vary steadily with the healing stage.

Specifically the largest changes in the transmitted ampli-
tude are observed to occur from stages 1 to 2, the initial
inflammatory condition to the formation of a callus, and
from stages 5 to 6 in the remodeling stage after a significant
reduction in the callus has taken place. The relative signifi-
cance of these two stages appears to be dependant on
Young’s modulus selected for the callus, with the former
dominating for higher moduli.

The progressive changes in the modulus of the material
filling the fracture appears to produce less significant
changes in the FTL, irrespective of the callus modulus.
These results imply that it is important to consider the effect
of the callus when considering the changes that occur in
acoustic transmission across a fracture through the fracture
healing process. The callus itself appears to be a strong
scatterer/source of re-radiation, presumably due to its mass
loading of the bone plate.

These numerical studies have been confirmed by in-vitro
experiments performed using flat plates. These demonstrated
that substituting bone cement for water in the fracture gap
resulted in a large decrease in the FTL, i.e., better signal
transmission, compared with the water gap. However, adding
a bone cement callus to the top surface across the fracture
resulted in an increased signal loss compared to just the gap
filler alone.

The results indicate that significant changes do occur,
both in the re-radiation from the fracture/callus and transmis-
sion loss across the fracture site, through the fracture healing
sequence. This change in the signal amplitude from an in-
flammatory healing stage to callus formation stage or to the
callus remodeling stage could potentially be used to quantify
the healing process. In practice the amplitude values without
a fracture would be obtained from measurements of the non-
fractured contraleteral bone. The aim of the clinical measure-
ment would then be to evaluate the evolution of the FTL
from the fractured bone with time as healing progressed and
as it approached, but did not necessarily coincide with, the
FTL value for the non-fractured contralateral. For example, a
fracture could be deemed sufficiently healed for unsupported
weight-bearing if the FTL of the fractured bone was within a
certain percentage of that of the contralateral.
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Blind location and separation of callers in a natural chorus
using a microphone array
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Male frogs and toads call in dense choruses to attract females. Determining the vocal interactions
and spatial distribution of the callers is important for understanding acoustic communication in such
assemblies. It has so far proved difficult to simultaneously locate and recover the vocalizations of
individual callers. Here a microphone-array technique is developed for blindly locating callers using
arrival-time delays at the microphones, estimating their steering-vectors, and recovering the calls
with a frequency-domain adaptive beamformer. The technique exploits the time-frequency
sparseness of the signal space to recover sources even when there are more sources than sensors.
The method is tested with data collected from a natural chorus of Gulf Coast toads �Bufo valliceps�
and Northern cricket frogs �Acris crepitans�. A spatial map of locations accurate to within a few
centimeters is constructed, and the individual call waveforms are recovered for nine individual
animals within a 9�9 m2. These methods work well in low reverberation when there are no
reflectors other than the ground. They will require modifications to incorporate multi-path
propagation, particularly for the estimation of time-delays.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3158924�
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I. INTRODUCTION

The determination of individual interactions in animal
choruses is of wide interest to behavioral researchers. Partici-
pants in a chorus can dynamically adjust spacing and acous-
tic call timing to influence behaviors such as mate choice,
defense of territory and group cohesion �Kroodsma et al.,
1983; Sullivan et al., 1995; Gerhardt and Huber, 2002; Sim-
mons et al., 2002�. But the number of participants, their spa-
tial distribution, and the overlap between calls makes it dif-
ficult to precisely locate the individuals and separate their
voices. Consequently, spatial and temporal characteristics of
a chorus are typically studied in smaller subsets of the cho-
rus, where it may be easier to visually locate callers and
record the sound of one or a few individuals. What would be
of benefit to researchers is a technique for mapping a chorus
that simultaneously locates callers and separates their voices
over a much larger scale. Such a spatio-temporal map would
make it possible to address questions on large-scale chorus
dynamics. The research reported here is a step in the direc-
tion of chorus mapping. Building on past work and new re-
search, it outlines techniques for locating callers and separat-
ing their voice using a microphone array. The application
discussed here is a frog chorus, but the techniques can be
applied to other chorusing species as well.

A. Anuran choruses

Vocally communicating anurans such as frogs and toads
congregate in dense choruses around bodies of water and
vocalize to attract females. This is a lek-like breeding system
�Bradbury, 1981� where males contribute sperm but do not
otherwise control a resource. Females are therefore free to
choose mates. Anuran choruses are usually heterospecific
and their notable feature is high call density. Numerous in-
dividuals from many different species may be calling at the
same time with a high degree of temporal and spectral over-
lap. While species calls are stereotypical and sufficiently dis-
tinct in their temporal and spectral features to reproductively
isolate the species �Blair, 1958; Bogert, 1960�, call overlap
and the presence of large numbers of callers in close prox-
imity can give rise to acoustic jamming and masking inter-
ference �Ehret and Gerhardt, 1980; Narins, 1982; Gerhardt
and Klump, 1988; Schwartz and Wells, 1983a, 1993b;
Schwartz and Gerhardt, 1995; Wollerman, 1999�.

At the individual level, communication in dense cho-
ruses presents several challenges to signalers �males� and
receivers �females�. Females approaching the chorus must
detect, locate, and identify calling conspecific males in the
presence of masking interference. Thus, a target call must be
sufficiently intense and well-separated from interfering
sources. On the other hand, males are confronted with the
problem of defending their acoustic space so that they may
time their calls to be heard above the background �see Ger-
hardt and Huber, 2002, for a review�. Thus, location and
spatial separation, in combination with call intensity, timing,
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and overlap, are important parameters that may be actively
controlled to maximize mate attraction and selection.

Earlier studies have shown that frogs have evolved strat-
egies for utilizing time, frequency, and space in energetically
efficient ways to minimize wasteful calling. Most of this evi-
dence comes from small-scale studies involving a few frogs
�Zelick and Narins, 1985; Gerhardt et al., 1989; Wilczynski
and Brenowitz, 1988; Brush and Narins, 1989; Grafe, 1997;
Simmons et al., 2006, 2008; Schwartz, 2001� but there are
little data on the spatial and temporal structures of natural
choruses involving large numbers of callers. Evidence from
these studies point to interactions between local groups of
callers with males typically paying greater attention to the
calls of nearest neighbors �Brush and Narins, 1989;
Schwartz, 2001�. Such interactions will ncessarily weaken
with increasing inter-male separation because of sound at-
tenuation. Wagner and Sullivan �1992� suggested that males
move when the number density of callers increases while
preferring to remain stationary when densities are low. But
little is known about the adjustment in individual call timing
as a function of spacing �see Brush and Narins, 1989, for an
exception�. Such data are not easy to obtain without physi-
cally moving calling individuals and disrupting the natural
scene. These concerns demonstrate the need for wider non-
invasive spatial sampling in conjunction with call extraction.

At the chorus level a different set of questions arises
particularly with regard to sexual selection. Broadly, anurans
can be classified as prolonged or explosive breeders �Wells,
1977�. Prolonged breeders have a long breeding season and
the number density of males is relatively low. Explosive
breeders, on the other hand, have a short breeding season and
sustain higher densities. Both types of breeders can be sym-
patric as is the case for the two species considered here. A
motivation for measuring chorus density, and to a lesser ex-
tent chorus size, has been the determination of operational
sex ratios and female behavior, and male mating success. A
major theoretical direction has been to determine how these
factors influence sexual selection.

The data on chorus density are highly variable, being
governed by physical environmental parameters and by spe-
cies characteristics. Consequently density of callers and cho-
rus size are subject to large variability between days in a
given season, between seasons, between locations, and be-
tween species �see Wagner and Sullivan, 1992�. As stated
before, gross chorus parameters have usually been measured
from the point of view of studying sexual selection and not
with the aim of taking a census �for instance, see Gerhardt,
1994; Friedl and Klump, 2005; Murphy, 1994, 2003; Stewart
and Pough, 1983�. Most of the available data are restricted to
a single species and to breeding sites that can be rapidly
covered for censusing, typically in one night. By necessity
this restricts the size of the choruses that can be covered. In
particular, census data for heterospecific choruses are sparse.

For the two species that are studied here, Blanchard’s
cricket frog �Acris crepitans blanchardi, a prolonged
breeder� and the Gulf Coast toad �Bufo valliceps, an explo-
sive breeder�, some data are available. For cricket frogs, Per-
rill and Shepherd �1989� reported that 10–30 marked males
were observed in small ponds over a 3 year period. Their

separation was almost always greater than 50 cm, they called
for durations ranging from 3 to 6 h, and they typically re-
mained at the same position, sometimes returning to the
same location on different nights. Unfortunately no data on
the size of the ponds are available, nor is it known whether
all marked individuals called in a chorus bout, or indeed
whether unmarked males were present.

Wagner and Sullivan �1992�, and Sullivan and Wagner
�1988� observed Gulf Coast toads over a period of four sea-
sons in two locations. They reported a mean number of toads
ranging from 4 to 25 per nightly chorus, with densities rang-
ing from 0.01 to 0.5 toads /m of shoreline. Nearest-neighbor
distances were about 5.5 m with large variability �standard
deviation of 5.1 m�. The number of chorus participants
ranged from 2 to 65 males/night and was highly variable
between days in a given season, between seasons, and be-
tween locations. Males generally remained stationary, mov-
ing only when the density increased.

While direct observation and a manual census are often
necessary and are unlikely to be replaced, they are arduous
and time-consuming, and limited in spatial coverage. Thus,
there is a pressing need for locating chorusing frogs if only
to assess densities and numbers on a much larger scale, and
over multiple species. Likewise, in the temporal domain, it is
difficult to manually determine how many individuals are
calling at any given time and to determine the call densities
�number of callers per unit time�. Such data are not readily
available and form a major motivation for this work. An
automated procedure that does not require direct observation
and manual counting would be a valuable adjunct to on-
going research. Thus, the case for automatically localizing
and separating callers stems from these observations. The
major question is: can it be accomplished? The problem is
non-trivial especially when the chorus density is high and
there are multiple overlapping heterospecific callers. To fur-
ther understand the issues, we review some of the methods
that can be employed.

B. Microphone-array techniques

A chorus can be mapped acoustically using a spatially
dispersed microphone array by following a two-step process.
First, the spatial position of each individual caller �source� is
determined from the differences in the time of arrival of
sounds at the microphones �a procedure akin to triangula-
tion�. Second, the known location of each source is used to
estimate a steering vector to that source. Then an adaptive
spatial filter steers to the selected source and recovers it
while suppressing all other sources.

1. Source localization

Many algorithms have been proposed for source local-
ization using intermicrophone time delays �see Carter, 1981�.
For airborne signals assuming a constant velocity of sound,
the time-of-arrival differences �TOADs� are proportional to
the differences in source-to-microphone range �range differ-
ences�, with the locus of points that satisfy a constant range
difference being described by hyperboloids �van Etten,
1970�. In this method the sensors form the foci of the hyper-
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boloids and the source lies at their intersection. In general, a
minimum of three or four sensors are required for locating a
source in two dimensions, and four or five sensors are re-
quired for locating in three dimensions1 with redundant mea-
surements being used to provide improved accuracy when
measurements are noisy �Hahn and Tretter, 1973�. The
method of hyperbolic range-difference location originated in
the Loran navigation system and suffers from several draw-
backs. It is a two-step process that requires an estimate of the
TOADs before solving for the locations. Thus, it is subopti-
mal. For instance, when multi-path propagation is present,
the arrival-time estimates are not accurate �but see Hahn and
Tretter, 1973, for a maximum-likelihood etimator�. Further, it
does not have a closed-form solution, it is computationally
expensive, and it is not amenable to statistical analysis when
measurement noise is present.

Several variations of the method have been proposed to
overcome some of these drawbacks including a simpler lo-
calization scheme where the source location forms the focus
of a general conic �Schmidt, 1972�. To incorporate measure-
ment noise a generalized least-squares location estimator
based on the approach of Schmidt �1972� was proposed by
Delosme et al. �1980�. And to overcome the computational
difficulties engendered by manipulating hyperboloids, closed
form localization based on spherical methods have been pro-
posed by Schau and Robinson �1987�, and Smith and Abel
�1987�. Additionally, several frequency-domain methods
have been proposed. For the general case of multiple sources
and sensors, and when the spectral density matrices of the
sources and noise are known, Wax and Kailath �1983� ex-
tended the single-source results due to Hahn and Tretter
�1973� by deriving a maximum-likelihood localizer and the
Cramer–Rao lower bound on the error covariance matrix.
The method includes the case of multi-path propagation and
is a bank of beamformers each directed toward a particular
source. More recently Mohan et al. �2008� derived a local-
izer for multiple sources using small arrays �where the num-
ber of sensors may be less than the number of sources�. They
exploit the sparse time-frequency structure and spatial sta-
tionarity of certain sources like speech, by using a coherence
test to identify low-rank time-frequency bins. The data can
be combined coherently or incoherently to arrive at direc-
tional spectra which yield the location estimates.

a. Biologically inspired source localization. Of par-
ticular interest to this work are approaches taken by bioa-
coustics and auditory researchers. Two lines of research are
notable, namely, those with applications to human hearing
and those with applications to animal call monitoring and
localization. A biologically-inspired model that exploits time
differences in the signals arriving at two sensors was origi-
nally proposed by Jeffress �1948� to explain how humans
localize sounds using two ears. The model uses a coinci-
dence detection mechanism with a dual delay-line to esti-
mate the direction-of-arrival �DOA� of a sound �with two
microphones only the direction of a sound can be estimated
in a plane, typically the azimuthal plane, but not the source
position�. Mathematically, these operations are the same as
cross-correlating the signals arriving at the two sensors and
determining the time instant of the peak. The peak time is an

estimate of the delay between the two sensors, and so the
method provides a means for calculating the DOA. The Jef-
fress model has been validated anatomically and physiologi-
cally in the brain of the barn owl �Konishi, 1992� and the cat
�Yin and Chan, 1990�, and has inspired a number of two-
sensor models for estimating DOAs. Most of these models
have been applied to auditory processing and have used com-
binations of time-delays or phase differences, and intensity
differences at the sensors to estimate DOAs �Blauert, 1983;
Lindemann, 1986; Banks, 1993; Bodden, 1993; Gaik, 1993;
Liu et al., 2000�.

b. Source localization for bioacoustics monitoring. In
field bioacoustics where it is necessary to monitor a popula-
tion of callers, some of the early multisensor applications
were in marine �Watkins and Schevill, 1971; Clark, 1980�
and terrestrial �Magyar et al., 1978� domains. However, until
recently most applications were confined to localizing and
tracking marine mammals �Clark, 1980, 1989; Clark et al.,
1986; 1996�, and only a few studies have focused on tech-
niques for localization of terrestrial callers2 �Spiesberger and
Fristrup, 1990; Grafe, 1997; McGregor et al., 1997; Mennill
et al., 2006�. The report of McGregor et al. �1997� utilizes
the technique due to Clark et al. �1996� for locating song-
birds. The accuracy of these terrestrial acoustic localization
systems, and several of their variants, have been evaluated
under both reverberant �Mennill et al., 2006� and non rever-
berant or moderately reverberant conditions �McGregor et
al., 1997; Bower and Clark, 2005�. Spiesberger and Fristrup
�1990� rigorously derived localization estimates using broad-
band cross-correlation and Wiener filtering under a variety of
signal and environmental conditions. Subsequently Spies-
berger developed a technqiue for estimating arrival-time de-
lays from cross-correlation functions that had multiple peaks
due to multipath propagation �Spiesberger, 1998�, and used it
to locate calling birds �Spiesberger, 1999�.

The first known application of array localization to frog
choruses is the work by Grafe �1997� who used methods due
to Clark �1980�, Magyar et al. �1978�, and Spiesberger and
Fristrup �1990� to localize a small population of African
painted reed frogs. More recently, Simmons et al. �2006,
2008� used a small array and a localizer based on a dual-
delay line cross-correlator to estimate locations of callers in a
bullfrog chorus. To the authors’ knowledge, these are the
only published reports on localizing callers in a frog chorus.
None of the localization methods reported above attempts
source recovery, which would be a crucial and necessary
technique for detailed analysis of calling behavior.

2. Source recovery

To recover a single sound source with fidelity from a
mix of sources, a spatial filter must be designed that passes
the target source without distortion but cancels all other com-
peting sources perfectly. The filtering �also known as beam-
forming� is performed with an array of spatially dispersed
sensors. Based on the array data, target to sensor impulse
responses �steering vectors� are estimated and a set of filter
coefficients are computed. The microphone data are then fil-
tered to yield the required target. Many different beamform-
ing techniques have been developed for a range of applica-
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tions �Brandstein and Ward, 2001; van Veen and Buckley,
1988�. Filter coefficients may be fixed or adapted to the sig-
nal and noise conditions, implementation may be in the time
or frequency domain, or the beamformer may actively cancel
interfering sources by steering nulls in their directions. We
briefly review some of the developments pertinent to this
work.

a. Time-domain beamforming. The simplest beam-
former is the fixed �i.e., nonadaptive� delay-and-sum beam-
former, which for two microphones, is the average of the two
microphone signals after one of them is shifted in time to
compensate for the intermicrophone delay induced by a tar-
get source. This produces on average a 3 dB gain for the
target source. However, it is often possible to do much better
than a fixed beamformer by adapting the beamformer param-
eters. There are many techniques and real-time algorithms
that are available for adaptive beamforming �Brandstein and
Ward, 2001; van Veen and Buckley, 1988�. Two commonly
used iterative time-domain adaptive beamformers were de-
veloped by Frost �1972�, and Griffiths and Jim �1982�. The
relative merits of these processors are discussed in Lock-
wood et al., 2004, where it is noted that they perform well
when canceling interference sources that are statistically sta-
tionary and uncorrelated with the target source, but their
slow adaptation causes poor performance when confronted
with more sources than sensors and when the sources are
nonstationary. This is of particular interest as bioacoustic
sources in a dense chorus are nonstationary and likely to be
more numerous than the sensors. An explicit solution of the
optimal beamformer proposed by Capon �1969� avoids the
convergence problems of iterative algorithms but for broad-
band sources requires the inversion of large time-domain
correlation matrices. This can be computationally difficult.

b. Frequency-domain beamforming. Implementing a
beamformer in the frequency domain eliminates some prob-
lems encountered in the time domain. The frequency-domain
technique of Liu et al. �2000� first localizes sources �see
above� and then cancels interfering sources in each fre-
quency band. It can often cancel more sources than sensors.
The LENS algorithm �Deslodge, 1998� uses n sensors to ac-
tively steer n−1 spatial nulls for interference cancellation.
More efficient than these algorithms are a class of frequency-
domain minimum variance distortionless response �MVDR�
beamformers that minimize the energy from interfering
sources �minimum variance� while allowing the signal to
pass through with unity gain in all frequency bins �distortion-
less response� �Cox et al., 1986, 1987; Lockwood et al.,
2004�. Briefly, given the impulse response from the target-
source to sensors �the steering vector� and the correlation
matrix, an optimum weight vector that specifies how the sen-
sor outputs are to be combined is obtained using the method
proposed by Capon �1969�. This weight vector is obtained
for each frequency bin and applied to the sensor outputs. The
weights are computed afresh whenever a new block of data is
processed �Lockwood et al., 2004�. A variant of this beam-
former has also been proposed and applied to small-aperture
arrays, and the reported target-source gain ranges from
11 to 14 dB �Lockwood and Jones, 2006�. Beamformers us-
ing two sensors or a combination of sensors incorporated in

two separate packages have found extensive application in
the development of binaural hearing aids. Interested readers
are referred to Lockwood et al. �2004� and Lockwood and
Jones �2006� for a review and summary of these algorithms.

C. On-going challenges in bioacoustical
monitoring

While localization of vocalizing frogs has been at-
tempted in a few studies �see above�, extraction of sources
has hardly received any attention. The only attempts in this
direction have been highly specialized and have utilized
close-mic recording methods to isolate individual callers. For
instance, the voice of individual callers has been recovered in
artifical ponds using a microphone placed close to a calling
perch �Schwartz, 2001�, and another study has tracked the
voice onset and offset times of individual callers in a natural
chorus of coqui frogs �Brush and Narins, 1989�. While these
techniques are elegant and have provided valuable data on
call interactions, they cannot generally be applied to natural
choruses. These studies nevertheless provided a motivation
for the current work. To take one example, Brush and Narins
�1989� were able to determine that a male coqui frog actively
avoided call interference with at most two neighbors by ad-
justing its call timing. Such detailed timing information on
each individual caller would be of great benefit to studies on
vocal communication if they could be determined on a larger
spatial scale. Hitherto it has been difficult to determine the
temporal interactions between callers and the spatial dis-
tances over which they persist. Thus, determining the spatio-
temporal interactions in a chorus requires both source local-
ization and source recovery. The current work is motivated
by a need to develop a systematic and overarching frame-
work for tackling this problem. Its development would assist
not just the anuran vocalization community, but it would be
of interest to other researchers in vocal communication,
ethology, ecology, and environmental monitoring.

D. Current work

This report takes a step toward unifying source localiza-
tion and source recovery into one scheme. It details a pro-
cessor for blind localization and blind recovery of sources
using a microphone array. A large-aperture microphone array
is deployed around a frog spawning site. Callers are local-
ized using a gradient-descent approach to solve for the inter-
section of the hyperboloids resulting from the TOADs. For
each localized caller, a steering vector is estimated. This is
followed by source recovery using a modified version of the
MVDR proposed by Lockwood et al. �2004�. The result is a
spatial and temporal map of the chorus as it evolves in time.
Along with theoretical methods, algorithms that detail the
link between the various steps are provided. The method is
independent of the array size or the number of microphones,
and the array can be deployed in any configuration. Tests
were carried out using four microphones in a chorus of nine
individuals calling in a 9�9 m2 area. We show that sources
can be localized and recovered under non-reverberant or
mildly reverberant conditions. The method has not been
tested when there is multi-path propagation. We believe that
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without improving time-delay estimation, source localization
will be difficult under such conditions. This is an important
direction for future work.

II. A NOVEL METHOD FOR UNDERDETERMINED
BLIND SOURCE LOCALIZATION AND RECOVERY

Consider a chorus with Q distinct species each with Lk,
k=1, . . . ,Q individual callers. Each caller is denoted by Ci

k,
with k=1, . . . ,Q denoting the species, and i=1, . . . ,Lk denot-
ing the individual within a species. Let si

k�t� be the temporal
waveform of the caller Ci

k originating from spatial location
�i

k�R3. The total number of sources L is the sum over all Lk.
The caller waveforms �s�t��, spatial locations ���, and num-
ber of callers �L� are all unknown, but the number of species
�Q� is assumed to be known. The following assumptions
apply: �i� The spectrum Si

k�f�, considered over all individuals
i in species k, is bandlimited to f � �f l

k , fu
k�. The lower �f l

k�
and upper �fu

k� cut-off frequencies are known. They define
the frequency band Bk for the species k. �ii� If si

k�n� are the
samples at times t=nT, the data sampling interval is set at a
fixed T=1 / fs so that the sampling rate fs�2 maxk�fu

k�. �iii�
The individual source waveforms are independent and block
stationary, i.e., over adjacent N-sample intervals, the sources
si

k�n� are stationary and E�si
k�n�sj

m�n− l��=0, ∀k ,m, and ∀i
� j when k=m, �l−n��N. �iv� The source locations �i

k are
spatially stationary over the same time scale.

Consider a sensor array with M microphones at known
locations � j �R3 j=1, . . . ,M. Let z�n��RM be the discrete-
time signal at the array output after sampling at the rate fs.
No assumptions are made about the impulse response be-
tween source and sensor other than that it incorporates a time
delay dependent on the source-sensor distance. For each spe-
cies k, the signal z�n� is filtered to pass Bk, resulting in a set
of species-specific signals yk�n��RM, k=1, . . . ,Q.

Given the species-specific signals yk�n� and microphone
locations �, the goal is to estimate the location �i

k and the call
si

k�n� for each individual i belonging to species k.
This section is divided as follows. Theoretical methods

for locating a source are presented in Sec. II A and those for
adaptive beamforming are presented in Sec. II B. The imple-
mentation requires sources to be localized first, and then re-
covered using the beamformer. The algorithms and analysis
that integrate localizing and beamforming are detailed in
Sec. II C.

A. Acoustic source localization

Let vector � j denote the spatial coordinate �x ,y ,z� of
sensor j with reference to an aribitrary origin. Let the source
coordinate be denoted by �. The source-sensor distance is
defined as Dj = �� j −��. Only one source is considered be-
cause the processing scheme considered below selects only
those time-frames where a single source is dominant. The
range difference between two sensors i and j will be denoted
by

dij = Di − Dj, i, j = 1, . . . ,M . �1�

Let the vector of all possible range differences be de-
noted by d. There will be M�M −1� /2 distinct range-

difference measurements for all microphone pairs. For local-
izing sources in three dimensions the system is over-
determined whenever M �4 or M �5 depending on the
source sensor geometry �see footnote 1�. In this case the
redundant measurements can provide improved estimates in
noise. The geometrical relationship between the source and
sensors are depicted in Fig. 1.

The source location � is to be determined given the vec-
tor of range-difference measurements d and the microphone
locations �. An iterative gradient-descent optimization tech-

nique is followed. Given an estimate �̂ of the unknown

source location, the range-difference estimate d̂= ��− �̂� is

formed. The error in the delay �=d− d̂ is determined and the
goal is to minimize the squared delay error, i.e.,

min��T�� . �2�

For a fixed location step �� the gradient of the squared

error is calculated, and the new estimate of �̂ is determined
from

ξi ξj
Sensor i Sensor j

Source

Di

Dj

0 x

y

z
ζ

2 3

1 4

(x = -1, y = -1) 8

8

Analysis area (9 m x 9 m)
xy plane

2 5

5

2

A

B

FIG. 1. Source and sensor geometry. �A� Shown is a single source located at
� and two sensors i and j at locations �i and � j, respectively. Directed arrows
represent vectors from an arbitrary origin 0� . Source-to-sensor distances are
marked as Di and Dj. The arrival-time differences are �ij =c−1�Di−Dj�,
where c is the velocity of sound, or equivalently the range differences dij

=Di−Dj. �B� Deployment of sensors in the field test, looking down on to
ground �along z-axis�. Ground is xy plane with z=0. Omnidirectional mi-
crophones numbered 1–4 �filled circles� were placed in a square with the
following �x ,y ,z� coordinates. �1� �2.0, 2.0, 1.69�, �2� �2.0, 5.0, 1.74�, �3�
�5.0, 5.0, 1.76�, and �4� �5.0, 2.0, 1.65�. The analysis area extended to a
square 9 m on either side �solid line, not to scale� with the lower-left corner
at x=−1, y=−1.
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�̂ ← �̂ − �
���T��

��
. �3�

The parameter � is adaptively adjusted so that the

squared error �T� is made smaller. The initial value of �̂ is
taken to be some suitable value, say, the mean value of �. An
approximate solution to the problem of intersecting hyperbo-
loids based on spherical interpolation has been proposed by
Smith and Abel �1987�. The authors suggest that their solu-
tion could be used as an initial condition in iterative nonlin-
ear minimization methods, such as the gradient-descent
method proposed here, so as to improve convergence. But
this has not been attempted here.

B. Acoustic beamforming

Recovery of the individual vocalizations by beamform-
ing requires a steering vector, which at each frequency de-
fines the relative amplitude and phase relationships of a sig-
nal from the location of interest for all microphones in an
array. A MVDR beamformer preserves any signal exhibiting
the exact amplitude and phase relationships defined by the
normalized steering vector �distortionless response� while
minimizing the interference energy in the output �minimum
variance� from sources with any other amplitude and phase
relationships between sensors �Capon, 1969�. This precision
potentially allows the separation of vocalizations of even
closely spaced frogs.

Let the microphone signals be denoted by y�n��RM.
Data frames of length NF are windowed and Fourier-
transformed via an N-point FFT �Fast Fourier Transform�.
The frequency-domain signals are denoted by Y�f� where f
represents frequency. The cross-correlation matrix R�f� at
frequency f �an M �M matrix� is computed from E�YYH�f��,
where YH represents the transposed complex conjugate �Her-
mitian� of Y. For the remainder of the discussion the fre-
quency f will be omitted for notational simplicity and it will
be assumed that the quantities are confined to a frequency
bin unless otherwise stated. If there is only a single source i
that is present in the data frame, then the cross-correlation
matrix consists of the outer product of the steering vector ei

times the power of the signal ��s
2�,

R = �s
2eiei

H. �4�

The cross-correlation matrix R from each data frame is com-
puted. Because only one source dominates the microphone
data, R is rank-1 with an eigenvector that is an energy-
normalized version of ei. The eigenvector ẽi corresponding to
the largest eigenvalue of R is an estimate of the steering
vector for that source at each frequency. The estimated steer-
ing vector is scaled so that the steering-vector element at
some selected microphone m is 1, i.e.,

ei = ēiem,i. �5�

With known steering vectors ei to source i, the optimal
weights �w

i
*� for combining the different microphone chan-

nels are obtained from the solution to a linearly constrained

quadratic optimization problem. The MVDR beamformer
minimizes the output power subject to the constraint that the
gain of the target signal is unity, i.e.,

min
ei

Hwi=1

E��wi
HY�2� . �6�

In this case the optimal weights are �Capon, 1969�

w
i
* =

R−1ei

ei
HR−1ei

. �7�

The optimal frequency weight w
i
* is applied to each fre-

quency bin �of the Fourier-transformed data� at each time
frame over which the correlation matrix R was computed.
Then an inverse Fourier transform is performed to recover
the source. The time-frames are then pieced back together to
recover the entire vocalization from the given source for all
times. By determining the steering vector and optimum
weights for each source location, all individual callers can be
extracted with minimum distortion.

C. Algorithms and analysis procedure

Acoustic data from a chorus are recorded synchronously
at multiple microphones positioned around a spawning site.
Subsequently, using an offline procedure, the location of
each individual caller in the neighborhood of the microphone
array is estimated using a source localizer �Sec. II A�, and its
call recovered using an acoustic beamformer �Sec. II B�. The
localization and beamformer steps are linked in a six-step
procedure, and schematically reproduced in Fig. 2.

�1� Bandpass filter raw microphone data. For each species k,
microphone data z�n� are bandpass filtered into bands Bk

resulting in microphone data sets yk�n�. Bandpass filter-
ing retains the spectral range of that species �the “focal
species”� while minimizing interference from other spe-
cies. Even if there is some overlap with the frequency
band of other species, isolating the bandwidth of the fo-
cal species leads to greater localization accuracy, as it
reduces interference and improves beamformer perfor-
mance. Subsequent steps are applied individually to each
band Bk; i.e., analysis of a focal species is independent of
other species present in the chorus.

�2� Find time intervals with single dominant call. Experi-
mental data indicate that even in a dense chorus, many

y(n)

Bands
B1, ..., BQ
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Filter yk(n)

yQ(n)

y1(n)

Location
estimates

....

....
ζk

Cluster
locations
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ζk(Pi)

ζi
k
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....

....

Correlation
matrix
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k

FFT

Beamform
Y k(ω)
ei

ksi
k(ω)FFTsi

k(n)

yk(n)yk(n)

ξ
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locations

FIG. 2. The source localization and source recovery processor. The proce-
dure is outlined for localization and recovery of a single source i from a
single species k. These quantities are �i

k and si
k�n�, respectively. Notation

follows text.
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time intervals contain only a single strong call within the
spectral range of a given species from an individual
within or near the sensor array. From these times the
location of the single caller can be determined by cross-
correlating the signals at the various microphone pairs
�i , j� and finding the relative time-delay ��

ij
*� of maxi-

mum correlation between each pair of sensors. Let yi
k�n�

and yj
k�n� be the bandpass-filtered outputs for species k

from microphones i and j, respectively. The correlation
coefficient of the cross-correlation at the maximizing de-
lay, �

ij
*, is

�ij =
	r=l

n yi
k�r�yj

k�r + �
ij
*�


	r=l
n �yi

k�r��2
	r=l
n �yj

k�r + �
ij
*��2

, �8�

where l and n are the start and end times of the interval
of analysis, and the correlation frame length is n− l+1. If
the waveforms from the different microphones are iden-
tical replicas �within a scale factor and a time-delay�,
then the correlation coefficient �ij at the maximizing de-
lay �

ij
* will be 1. If there are multiple sources of similar

power originating from different locations, �ij will be
considerably smaller. Thus, we apply a threshold 	 to all
pairwise coefficients so that whenever �ij �	 the interval
is considered to be dominated by a single source. The
value of 	 is determined experimentally. The set of
frames for which �ij �	 will be denoted by P. For a
given frame in P, the maximizing delay �

ij
* for every pair

of microphones is denoted by the vector �*. For all
frames in P this step yields a set of �* which can be used
to estimate the source location. In certain situations it
may be advantageous to consider pairwise correlations
from subsets of sensors instead of all sensors, for in-
stance, when some sources are close to a subset of sen-
sors but much farther away from the remaining sensors.

�3� Find location of dominant source intervals by least-
squared delay error. For any given �* the measured
range differences are given by d=c�*, where c is the
velocity of sound. The location of the source correspond-
ing to the range difference is obtained via the gradient-
descent procedure outlined in Sec. II A. The localization
is performed on every frame in P and results in a set of
location estimates, each corresponding to a single caller.
The identities of the callers Ci

k are, however, still un-
known.

�4� Cluster the location estimates to identify individual
frogs. If the data record yk is sufficiently long, then each
caller is likely to dominate one or more frames with
indices Pi such that �k�Pi� corresponds to a single caller
Ci

k. These location estimates will be somewhat variable
due to measurement noise even though the individual is
stationary. However, it is assumed that the variability in
the estimates is smaller than the mean spacing between
frogs, thus providing a natural way to cluster the location
estimates �k into sets �k�Pi� each corresponding to a
caller Ci

k. From this cluster, the averaged spatial location
�i

k of each actively calling frog can be determined. Here
the clusters are determined visually from localization

plots, although automatic clustering procedures can be
applied to extract the sets �k�Pi�.

�5� Estimate beamformer steering vectors. Small deviations
in the steering vectors can cause the adaptive beam-
former to treat the target source as interference and to
cancel it as well. In frog choruses variations in the steer-
ing vector can result from �1� minor deviations in micro-
phone placement, �2� any reflections or absorption of
sound from the ground, �3� presence of other objects
such as vegetation in the environment, or �4� direction-
dependent acoustic radiation patterns in vocalizations.
These can make recovery of calls difficult if not impos-
sible with current methods. The following new proce-
dure has proven effective in blindly estimating the steer-
ing vectors from field recordings with high accuracy.
The cross-correlation matrix R �see Eq. �4�� is computed
for the frames yk�Pi� and averaged in each frequency
band. Recall that this set of frames corresponds to the
cluster of location estimates �k�Pi� for caller Ci

k. Because
only one caller Ci

k dominates the cluster, the rank of R is
essentially 1 and the eigenvector corresponding to the
largest eigenvalue of R is an estimate of the steering
vector ei

k for the caller. The steering vectors are renor-
malized across all frequencies according to Eq. �5� to
reconstruct the frog vocalization without distortion at the
closest microphone. The procedure is repeated to esti-
mate the steering vectors for each individual in the cho-
rus.

�6� Beamform to recover individual acoustic signal at all
times. For each caller Ci

k the optimal weights �w
i

k*� for
combining the different microphone channels of the
MVDR adaptive beamformer are computed in each fre-
quency bin according to Eq. �7� and the beamformer
output is calculated using

Si
k�f� = w

i

k*�f�HYk�f� . �9�

The vocalization si
k�n� of caller Ci

k is obtained via the inverse
Fourier-transform of Si

k�f�. The procedure is repeatedly ap-
plied to recover all sources.

III. FIELD TESTING

Recordings of choruses were carried out at a spring-fed
marsh located in the Cibolo Nature Center �Boerne, TX�. The
site coordinates were 29°47�7.51� N, 98°42�37.92� W at an
elevation of 422 m. A 7�7 m2 grid �1 m spacing� was
marked using short stakes driven into the ground. The grid
was used for visually locating calling individuals, but the
analysis was carried out over an 81 sq m area �9 m to a side�.
Four omnidirectional microphones numbered 1–4 �Sen-
nheiser MKE-2, 0.02–20 kHz� were positioned at the verti-
ces of a square 3 m on each side centered in the grid �Fig.
1�B��. All microphones were mounted on poles. In this coor-
dinate system � represents �x ,y ,z� with the z axis being nor-
mal to the ground �where z=0�. Microphone data from the
array �number of sensors, M =4� were used for source local-
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ization and source separation. Note that the ground was pla-
nar �z=0�; therefore each source could be located precisely
with four microphones �see footnote 1�.

The omnidirectional microphone outputs were amplified
using battery-powered field amplifiers �Sound Devices
MP-1� and the cables from the array were led into a blind
that housed the data-acquisition system and other compo-
nents. Microphone data were acquired synchronously at a
sampling rate of 20 kHz �National Instruments PXI 4472,
eight-channel, 24 bit� by a data-acquisition computer �Na-
tional Instruments PXI-8186 controller running Windows
XP, mounted in a PXI 1031DC chassis�. Data-acquisition
programs were developed in the LabVIEW environment �Na-
tional Instruments Inc.�. All equipment were powered using
DC �battery� sources. Recorded data were analyzed offline
using MATLAB �The MathWorks Inc.�

Once the chorus was in progress the frogs and toads that
could be visually located within the grid area were identified,
and their x and y locations were marked on a chart �the z
coordinate was assumed to be 0, as all the located individuals
were calling from the ground�. The uncertainty of the visual
estimates were estimated to be about 10 cm along x and y
directions. The area was then vacated and microphone data
were acquired for a period ranging from 5 to 10 min. Then
the positions of the previously marked frogs were once again
determined, and new entrants if any were noted. This proce-
dure was repeated for the duration of the session. At the end
of the session only the microphones were removed, but the
grid and microphone stands were left intact at the site. This
ensured that microphone locations between sessions were
unchanged.

IV. RESULTS

Recordings were carried out in mid-March 2007 be-
tween 2100 and 2400 h. Two species were present on all
days in this period. They were Bufo valliceps �Gulf Coast
toad� and Acris crepitans blanchardi �Blanchard’s cricket
frog�, abbreviated Bv and Ac, respectively. Cricket frogs out-
numbered Gulf Coast toads in the entire site. The Rio Grande
leopard frog Rana berlandieri was present from late Febru-
ary to early March. It was identified visually and by voice
but was not present during the days the chorus was recorded.
Data presented here are for a mixed Bv and Ac chorus, and
were collected on March 21, 2007. Average temperature was
21 °C, relative humidity was 78%, and pressure was
1019.5 hPa.

For the duration of the recording, two Bv males were
identified visually in the 9�9 m2 arena �Bv1: �2.6, 4.5�,
Bv2: �2.0, 4.5��. Cricket frogs were harder to identify due to
their small size and coloration, and only one was visually
located �Ac1: �1.95, 4.6��. Although not all callers within the
arena were visually located, as will be seen in the results
below, the known locations of Bv1, Bv2, and Ac1 will be
compared to the computed locations so as to verify the ac-
curacy of the localization algorithm.

A. Call characteristics

Figure 3�A� depicts the spectrogram for a 12 s segment
of the chorus recorded at microphone 2. The dominant call
frequencies of Bv �species 1� and Ac �species 2� were spec-
trally separated into non-overlapping frequency bands:
680–2300 Hz �spectral band B1� and 2700–4000 Hz �spec-
tral band B2�, respectively. Several individuals from both
species were calling in this segment, and there was extensive
temporal overlap within and across species. Calls of one Bv
individual contained some harmonic components, most nota-
bly the fifth harmonic of the dominant frequency �between 7
and 8 kHz; see call spectrogram Fig. 3�A�, 1.5–5.5 s�.
Power in this band was attenuated by 32 dB with respect to
B1. Calls of Ac also possessed harmonics but because of their
pulsatile nature, energy was distributed over a broad range of
frequencies �between 4.5 and 7 kHz�. Power in this band was
attenuated by 20 dB with respect to B2.

In general, harmonic components were greatly attenu-
ated with respect to the bands Bk and so it was assumed that
neglecting the higher harmonics would not make a signifi-
cant difference to either call localization or separation. Fur-
ther, the harmonics could get washed out in background
noise depending on the proximity and orientation of the
caller with respect to the microphones. The Bv individual
mentioned above was close to mic 2 and positioned so that
the fifth harmonic was captured, whereas those of the other
toads calling at the same time �see panel C� were not distin-
guishable from the background. Thus the use of higher har-
monics may not provide additional benefit and could, in fact,
degrade localization and beamformer performance by reduc-
ing signal-to-noise ratio. Small changes in the upper and
lower cut-off frequencies of the bands did not significantly
affect processing. Energy in the band below 500 Hz was pri-
marily from wind and other abiotic sources. Microphone data

a1 a2 a3

b1 b2

Bufo valliceps

Acris crepitans
A

A1

A2

B1

B2

C1

C2

Raw microphone (O2) data

C

B

A
c

B
v

50 ms

FIG. 3. Bandpass filtering of raw microphone data into species-specific
bands. �A� Spectrogram of mic 2 output. Two distinct species-specific bands
marked Bv and Ac can be discerned. Panel A1 shows the time waveform of
the signal. A 150 ms window from the segment is expanded and shown in
detail in panel A2. �B� depicts the bandpass-filtered waveform correspond-
ing to band Ac for the cricket frog �panel B1�, with fine temporal details
corresponding to the 150 ms window shown in panel B2. Three individuals
marked a1, a2, and a3 are calling in this window. �C� depicts similar results
for the Gulf Coast toad filtered into band Bv. The window depicts two
callers b1 and b2, with b2 being more intense than b1.
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corresponding to the spectrogram are shown in Fig. 3�A1�.
Panel A2 shows waveform details of a 150 ms segment se-
lected from Panel A1 �windowed portion�. The high-
frequency fluctuations �dark bands� are Bv and Ac callers.
The slow fluctuations are due to wind and other low-
frequency noise sources.

The spectrogram demonstrates that the two species are
reasonably well separated in frequency space and that their
calls can be processed independently of one another by band-
pass filtering the data into two parallel data streams. Accord-
ingly, data from each microphone were filtered into two
streams y1 �Bv� and y2 �Ac� restricted to bands B1 and B2,
respectively. The filter outputs for the mixed waveforms
shown in �Fig. 3�A1�� are depicted in �Figs. 3�B� and 3�C��,
for the bands B1 and B2, respectively. The fine temporal de-
tails corresponding to the 150 ms segment �panel A2� are
shown in panels B2 and C2. Multiple callers within each
species can be discerned. There are three Ac individuals �a1,
a2, and a3�, and two Bv individuals �b1 and b2� distinguish-
able by their relative amplitudes. Leakage of calls from one
species into the band of the other was insignificant. Broadly,
panels B and C demonstrate that calls can be unmixed into
species-specific streams. The results shown in Figs. 3�B� and
3�C� are analogous to the spectral filtering that takes place in
the inner ears of anurans �Capranica, 1965�.

B. Localization of callers

Hereafter the same procedure was applied to data from
both species. Location was computed on a frame-by-frame
basis using a correlation block size of 500 ms �Bv� and
20 ms �Ac�. For each frame the pairwise normalized cross-
correlation function was computed and its maximum value �
was determined. A threshold 	=0.65 was apllied to �. When
� was greater than 	 the frame was assumed to contain only
a single caller and was retained; otherwise, it was discarded.
Figure 4 illustrates the process. To illustrate the procedure,
the bandpass-filtered traces from microphones 1 and 2 are
shown in Fig. 4�A� �filterband B1 corresponding to Bv, iden-
tical to the segment shown in Fig. 3�C1��. Three representa-
tive time frames at which the cross-correlation functions
were evaluated are shown in panel A as rectangles marked B,
C, and D. Cross-correlation functions in each of these frames
are shown in the respective panels. The selected frames show
two toads 1 and 2. In frame B only toad 1 is present �Fig.
4�B�: �=0.97, �

ij
* =2.8 ms�, in frame D only toad 2 is present

�Fig. 4�D�: �=0.97, �
ij
* =−5.1 ms�, whereas in frame C both

toads were present �Fig. 4�C�: �=0.42, and �=0.51 ms at the
maximizing delays shown in Figs. 4�B� and 4�C�, respec-
tively�. After applying the threshold only frames B and D
were retained for estimating steering vectors because they
contained only one dominant caller, whereas frame C was
discarded.

In a 1 min interval approximately 3% of the frames for
cricket frogs were identified as having one dominant caller
�totaling at least six callers�. For Gulf Coast toads the num-
ber of frames with a single caller was approximately 34%
�totalling four callers�. All calling individuals were repre-
sented at least once in the selected frames as most of them

positioned their calls to avoid overlap. For each frame the
maximizing delays �* were converted to a range-difference
estimate d=c�* �see Eq. �1� and Step 3 in Sec. II C�. This set
of frames is denoted by P.

After analyzing all frames and determining the vector
d�P�, the source-localization procedure outlined in Sec. II A
was applied to each frame in P and a raw position estimate
was obtained for that source. Position estimates of single
callers �k�P� �k=1: Bv; k=2, Ac� were graphically plotted.
The identities of the callers at this point were still unknown
because the location estimates differed across individuals
�due to spatial separation�. However, estimates for a single
individual were also subject to variability due to measure-
ment noise. Thus the frames Pi� P which correspond to in-
dividual i had to be determined by a clustering procedure.
This visual procedure relied on the small variability in an
individual’s location in comparison with the inter-individual
spacing.
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FIG. 4. Time-domain cross-correlation to test for the presence of a single
caller in a selected frame. �A� shows bandpass �B1� filtered outputs from two
sensors 1 and 2. Three representative time frames B, C, D are shown as
rectangular windows. The corresponding cross-correlation functions are
shown in panels B, C, and D, respectively. For frames B and D, the maxi-
mum in the cross-correlation function is marked �
�, and the � and maxi-
mizing delay �

12
* are also shown. These frames have one dominant caller

each: toad 1 �frame B� and toad 2 �frame D� and � exceeds threshold �	
=0�65�. Frame C has both callers as seen from the two peaks in the cross-
correlation function at the delays exhibited by toad 1 �panel B� and toad 2
�panel D�. Consequently, the cross-correlation function is broad and neither
peak exceeds 	. This frame was discarded. Note that the two callers can be
visibly distinguished in the sensor data except in the overlapping region �see
also the identical segment shown in Figs. 3�B1� and 3�B2��.
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This is illustrated in Fig. 5 for cricket frogs. Based on a
visual clustering procedure, six cricket frogs were identified.
Their estimated mean positions are listed in Table I. The
individual who had been visually located �frog 1 or Ac1� is
listed and his position marked on the graph in Fig. 5 �open
circle�. An identical procedure was applied to the spectral
band B2 to estimate the locations of Gulf Coast toads. The
results are listed in Table I along with the locations from
visual estimates for Bv1 and Bv2. For both species, the lo-

cation estimates from the data were in good agreement with
the visual estimates where available. Location maps for both
species are shown in Figs. 6�A� and 6�B�.

C. Beamforming and call separation

The clustering procedure identified the data frames Pi

for each individual. From these frames the mean location �i
k
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FIG. 5. Two-dimensional map of cricket-frog locations. Frames of 20 ms
duration containing only one caller were identified by cross-correlation, and
the location of the calling individual was determined within the 9 m−9 m
area. Point estimates were clustered visually, and six frogs �numbered 1–6�
were estimated to be present in the arena. Frog 1 �Ac1� was visually located
prior to the recording at the position marked with an open circle. Insets
show the clustering procedure for frogs 1 �Ac1� and 2. The point estimates
were clustered visually by selecting the bottom-left and top-right corners of
a bounding box. Points within the box were assigned to a single caller with
mean position indicated by a square. The circle defines the positions within
one standard deviation of the mean position.

TABLE I. Coordinates �x ,y� of individual callers in meters �z=0 for all individuals�. “Algorithm”: locations
calculated from microphone data. “Visual”: locations determined visually for some individuals. Standard de-
viations are indicated below the coordinates. No. 4 under B. valliceps was a cluster of two toads with the x and
y positions beyond the range of the algorithm. See also location maps in Figs. 6�A� and 6�B�.

No.

B. valliceps �x ,y� A. c. blanchardi �x ,y�

Algorithm Visual Algorithm Visual

�1� �−0.51,1.17� �2.03, 4.53� Ac1: �1.95, 4.6�
��0.031, �0.024� ��0.064, �0.067�

�2� �2.03, 4.37� Bv2: �2.0, 4.5� �1.0, 4.75�
��0.003, �0.003� ��0.145, �0.108�

�3� �2.55, 4.27� Bv1: �2.6, 4.5� �3.28, 4.43�
��0.006, �0.004� ��0.036, �0.04�

�4� ��9, �2.0� �5.26, 5.96�
2 toad cluster ��0.051, �0.067�

�5� �6.9, 6.16�
��0.217, �0.184�

�6� �8.01, 2.77�
��0.195, �0.076�
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FIG. 6. Location maps ��A� and �B�� for cricket frogs and Gulf Coast toads
in the xy plane �ground�, and their beamformer outputs ��C� and �D��. Mi-
crophone locations are shown as 1–4 �open stars in �A� and �B��. The loca-
tion of each individual is a numbered cluster. Visually observed individuals
are marked Ac1 �panel A, �� and Bv1 and Bv2 �panel B, � and �, respec-
tively�. In panel B cluster 4 represents two toads located outside the analysis
arena �x�9 m, y�2 m�. See text for further explanation. Beamformer out-
puts for each individual are shown in gray. The filtered bandpass output
from a representative microphone �mic 2� are shown in black �“Mix”�.
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and the mean correlation matrix Ri was computed, and the
steering vector was estimated following the proceedure out-
lined in Step 5 in Secs. II C and II B. The minimum-variance
beamformer used the estimated steering vector ei for each
individual to recover its calls for all times, while suppressing
all other interfering sources. For each recovered source, the
beamformer output is a single channel, one per individual,
available at the same sampling rate as the raw data �20 kHz�.
Traces of the recovered sources are shown in Figs. 6�C� and
6�D�, and numbered according to the source depicted in Figs.
6�A� and 6�B�, respectively. The Bv source marked with an
arrow �cluster 4, in panel B� was a cluster of two toads
located at x�9 and y�2. This cluster could not be localized
due to the large range. That this cluster has more than one
individual can be readily seen from the beamformer output in
which the call density is higher than the density for toad 3,
Bv1, and Bv2. Some degree of cross-talk between channels
is visible in some of the recovered source channels. For ex-
ample, the Bv1 and toad 3 channels crossover to the Bv2
channel.

There is no general characterization �such as a beam-
pattern� of adaptive beamfomer performance, as it depends
on the exact array and source configurations and their indi-
vidual spectra and calling times. But an empirical estimate of
the performance can be arrived at by simulations. Sources
corresponding to two of the Gulf Coast toads �Bv1 and Bv2�
were synthetically presented to the same array. The toad Bv1
was placed at coordinates �3.0, 2.67, 0�, and Bv2 was located
at random on a circle around Bv1. Twenty-nine circles with
radii spaced logarthmically from 0.02 to 5 m were selected,
and around each circle 30 random locations were determined
for a total of 870 locations. Figure 7�B� shows the caller Bv1
��� and all the locations of Bv2 tested in the simulations
���. For each pair of Bv1 and Bv2 locations, the procedure
used for localizing and extracting the sources as outlined
above was followed. Each source was extracted in turn while
suppressing the other.

Let E1 and E2 be the energies of the Bv1 and Bv2 calls,
respectively, that were selected for mixing. Following recov-

ery let Êij with i , j=1,2 be the energy of the source j in
target channel i. Attenuations were calculated in dB as aij

=10 log10�Êij /Ei�. The term a12 represents the amount of re-
sidual energy �cross-talk� from Bv2 in the recovered Bv1
channel. The term a21 represents the cross-talk resulting from
Bv1 in the recovered Bv2 channel. These should be large and
negative. The terms a11 and a22 represent self-cancellation
and should ideally be close to 0 dB. The results are shown in
Fig. 7�A�. The averages of a12 and a21 �over 30 locations at
each distance� are shown with standard deviations �thin
lines�. In general there is a sharp decline in cross-talk as the
sources are spatially separated up to a critical distance of
about 10 cm. At this separation the attenuation is about
45 dB. For progressively larger separations the attenuation
gradually decreases to about 25 dB due to increasing relative
time-delay differences between the sources. The average
self-cancellation of the target source ��� is almost 0 dB over
the range of distances indicating that the recovery does not
appreciably subtract the desired target.

V. DISCUSSION

This report details a passive microphone array technique
for locating and recovering the calls of vocalizing frogs in a
natural chorus. The technique is blind in that it makes no
specific assumptions about the sources �callers�. Instead, it
utilizes heuristics that stem from biological plausibility, in
particular, time-frequency sparseness �Mohan et al., 2008�.
At the core of the processor are two powerful theoretical
methods originating from array signal processing: �1� Local-
ization of a source using the TOADs between pairs of mi-
crophones and �2� recovering a source by adaptive beam-
forming. The two parts �localization and recovery� are linked
by a novel, yet simple procedure for estimating steering vec-
tors from the location information and then actively steering
the array toward the source for recovery. The procedures are
repeatedly applied to every source. The end result is a spatio-
temporal map of the chorus. The core methods—localization
and source recovery using beamforming—have been widely
investigated �see Sec. I�. What is new in this report is the
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FIG. 7. Beamformer performance as a function of inter-source distance.
Calls from two Gulf Coast toads were synthetically combined so that they
appeared to originate from distinct locations. Each source was localized and
then extracted with the beamformer while the second source was treated as
an interference. �A� The average attenuation �dB, ordinate� of the interfering
source in the target source ��� is shown as a function of the logarithm of
distance �abcissa�. Thin lines represent the standard deviations of the attenu-
ation over repeated trials. Also shown are self-cancellation ���, the degree
to which a target is canceled by the beamformer. �B� The results in �A� were
obtained by fixing one of the toads ��� at �3.0, 2.67, 0� while the second
toad had a variable location ���. The plot shows all the 870 locations ���
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Fig. 1�B�. See text for details.
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processing system, and, in particular, the steering-vector es-
timation. They are motivated by biological mechanisms for
listening in noise. The method will not work without modi-
fications when there are significant multi-path reflections.

A. Segregating data into species-specific spectral
bands

The first step takes a set of raw sensor data and bandpass
filters it into species-specific bands. The segregated streams
of data, one for each species, are subsequently processed in
parallel as they are independent of one another. There is
good reason to follow this strategy although it increases the
computational effort. If the assumption is that conspecific
callers avoid overlap, as has been suggested by many studies
�see Bee and Micheyl, 2008; Feng and Ratnam, 2000; Ger-
hardt and Huber, 2002, for reviews�, then removing poten-
tially overlapping heterospecifics will make it more likely to
find temporally segregated callers. Location estimates be-
come more accurate as there is less energy from spatially
separated interfering sources. The step is no different from
the matched filtering that takes place in the frog ear origi-
nally proposed by Capranica �1965�. Namely, the inner ear
acts a spectral filter matched to the species-specific mating
call, thereby selectively enhancing the calls of its own spe-
cies while suppressing calls from other species. It is possible
to bandpass filter the data into a spectral band that exactly
matches the data but it has not been attempted here. In the
case of partial spectral overlap between species, location and
individual calling times can easily be determined by limiting
the recovery to only the nonoverlapping portions of the spec-
tral band. One concern about this step is that it requires a
priori information on the number of species. For most re-
cordings and locations, this does not present a significant
problem as the information is easily obtained by listening to
the recorded microphone data.

B. Source localization

To localize a calling individual and estimate the steering
vector to his location, it is necessary to find at least one data
frame where the frog is the only individual vocalizing near a
group of at least four to five microphones in his spectral
band. This is possible when data are collected for long dura-
tions, giving each individual the opportunity to find temporal
gaps when he can vocalize without interference. For in-
stance, in the case of cricket frogs the percentage of data
frames where only one caller was present was about 3%,
whereas for Gulf Coast toads it is about 34%. The difference
in numbers is a result of the call duration and rate. Cricket
frogs produce brief pulsatile call notes of about 30 ms dura-
tion with a low duty cycle, whereas Gulf Coast toads have a
call duration that is about 5 s. Individuals from both species
appear to avoid overlap with conspecific callers. This is a
general feature of communication in choruses and highlights
a common strategy for hearing in noisy environments �see
Feng and Ratnam, 2000; Gerhardt and Huber, 2002; Bee and
Micheyl, 2008�.

The localizer presented here also exploits the biological
strategy of “listening in the gaps” to accurately estimate the

location of a single dominant caller. It uses a time-domain
cross-correlator that selects only those time frames where a
single frog is vocalizing �e.g., Figs. 4�B� and 4�D�� while
ignoring frames with more than one caller �Fig. 4�C��. Stated
another way, for single-caller frames the sensor covariance
matrix R has unity rank. This strategy can be used in cho-
ruses that are more dense than the chorus studied here, as the
following argument demonstrates.

Typically callers tend to attend to interfering callers in a
local neighborhood while callers further away are ignored or
remain unnoticed because they are greatly attenuated. Thus
we can increase the likelihood of finding single-caller frames
by restricting the analyses to data from subsets of sensors
that are close together. Reducing the number of sensors in
this way would reduce the spatial extent or coverage of the
sensors, and restrict the chorus area to a neighborhood in the
vicinity of the selected sensors �casting a “spotlight” on the
neighborhood�. The total energy from interfering sources that
are further away is reduced. In these restricted neighbor-
hoods, there is a greater likelihood of finding time windows
where the call from a single individual dominates all other
callers, and the covariance matrix from the selected subset of
sensors will effectively have unity rank. Thus, dense cho-
ruses or arrays of large size can be analyzed by selectively
restricting the array geometry during post-processing. For
these reasons the array geometry �sensor placement� is not
critical provided that the number of sensors in a subset is at
least 4 or 5 �for locating in three dimensions� and they are
not coplanar �Schmidt, 1972�.

The localizer that has been implemented here employs a
gradient-descent procedure and solves an unconstrained qua-
dratic minimization problem to determine the intersection
point of a locus of hyperboloids satisfying a given range
difference. The exact procedure is not important, and any of
a number of methods found in the literature can be em-
ployed. Nevertheless it should be kept in mind that as the
number of sources and sensors becomes large, algorithm ef-
ficiency and computational speed become important. It may
become necessary to refine the procedure by improving the
initial estimate to bring it close to the global minimum �as
suggested in Smith and Abel, 1987� or by pre-processing the
data to select only those microphones that are closest to the
source �i.e., microphones where the signal has the most en-
ergy�. Further, once the set of single-source data frames have
been identified, the localization can be parallelized to simul-
taneously extract all source locations as these operations are
independent of one another. This report has not exmained
issues of convergence nor has it tried alternate procedures or
computational schemes. These are important problems for
future work.

Certain factors constrain localization accuracy and the
ability to resolve two sources located close to one another.
For a single source, localization accuracy reduces as the
source-to-array distance increases. Failure to accurately re-
solve two sources that are close to one another also occurs
when the distance from the sources to the array increases.
This is due to a reduction in the angular separation and hence
relative time delay between two sources �as viewed from one
of the sensors� with increasing distance, leading to misiden-
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tifying both callers as belonging to one source. Increasing
the array aperture by spreading out the microphones can im-
prove this, but the increased relative delay may reduce the
beamformer’s ability to reject other sources during recovery,
as is discussed further below. Enlarging the array by adding
more sensors over more area can overcome both problems
and can be used to cover arbitrarily large choruses. These
tests are on-going.

The effect of source-sensor distance and angular separa-
tion between sources can be seen in the reported results. In
Fig. 6�A�, cricket frogs 5 and 6 are much further away from
the sensors than the remaining frogs. The location estimates
for these frogs are more variable than for the remaining clus-
ters �standard deviations are reported in Table I�. Similarly
the toad cluster 4 shown in Fig. 6�B� represents a cluster of
two toads. The area of analysis was a square 9 m wide. The
cluster is shown at the right boundary �x=9� but this is be-
cause the algorithm projects all sources outside the selected
area of analysis on to the boundary. In actuality the
x-coordinate exceeded 9 m �see Table I�. Increasing the area
of analysis beyond the 9 m2 did not improve the accuracy
nor did it resolve the two toads into their component sources
�analysis not shown�. In this case the toads could have been
resolved by adding more microphones to the right of mics 2
and 3.

These examples illustrate that array geometry is not
critical to the analyis, but it is important to provide adequate
spatial coverage of the section of the chorus of interest. In
this study, four microphones covered about 100 sq m, but
this number depends on the elevation of the microphones and
required spatial resolution. The preferred array geometry,
placement, and trade-offs warrant further investigation, but
the proposed methods can be applied to any microphone con-
figuration.

The clustering procedure assigns a set of estimated lo-
cations to a given caller �i.e., the data frames Pi� P to a
single source i�. The procedure is valid if the variance of
source-location estimates are small in comparison with the
inter-source spacing, and if the source is spatially stationary
on the time-scale over which the cluster is determined. The
data on the within-location and across-location variability
can be inferred from Table I. The callers did not exhibit
significant movement over a cluster interval of about 1 min,
and so this was the interval employed in the study. In other
situations or for other species, the clustering interval may
need to be established by trial and error before selecting a
suitable time-frame for analysis.

Clusters were evaluated visually. This is readily per-
formed even for several hours of data because it involves the
selection of a bounding box for each individual, as shown in
Fig. 5. However, an automated clustering algorithm can be
implemented, for instance, by examining the histogram of
locations for peaks, although it has not been tried here. This
is an area for future work.

C. Estimation of steering vectors

To recover the individual vocalizations with little attenu-
ation or distortion, the steering vectors must be estimated

accurately. This was accomplished by a novel blind field
steering-vector estimation that utilized only those time-
frames where a single source was present. These frames were
obtained from the localization step. The clustering procedure
then assigned a unique source to every cluster. The steering
vectors were evaluated from the sensor covariance matrix
averaged over the cluster, and then they were normalized
with respect to the microphone where the source had greatest
power. The method provides a fast and accurate estimate of
the steering vector.

D. Adaptive beamforming and source recovery

With known steering vectors the adaptive beamformer
output recovers the individual frog vocalizations with little
attenuation or distortion. While steering vectors are esti-
mated only in the selected frames of data, the beamformer
filters the entire data set based on the assumption that the
steering vector does not change between frames. In other
words, it makes the biologically plausible assumption that
the source does not move in the intervening time intervals.

For widely separated frogs, there is little energy from
the other callers in the beamformer output. However, nearby
frogs are often only partially attenuated, resulting in interfer-
ence �cross-talk� within a recovered channel. While the ex-
tent of cross-talk resulting from interfering sources is a mea-
sure of the beamformer performance, it is not easily
evaluated because of the adaptive nature of the spatal filter
�see Haykin, 2002, for a discussion�. The performance de-
pends on a number of factors including the steering vector,
the temporal and spectral characteristics of the target and
interfering sources, and the array geometry. Performance is
therefore highly dependent on the context.

To illustrate the beamformer capabilities and some of
the factors that can influence its performance, simulations
were carried out with two sources located over a range of
distances �Fig. 7�. The recovery of the target demonstrates
little or no self-cancellation �Fig. 7�A�, �� and the extent of
cross-talk is small ��−20 dB� for source separations larger
than about 3–4 cm �Fig. 7�A�, ��. While the beamwidth is
sharp, it reaches an apparent minima at about 0.1 m. This
minima is due to the tonal nature of the Bv call which has a
spectral peak around 1700 Hz corresponding to a half wave-
length  /2�0.1 m. At this separation the distinction be-
tween the steering vectors of the target and interferer is
maximum and results in maximal attenuation or minimal
cross-talk. For greater source separation, the attenuation re-
duces progressively because the increasing relative delays
between microphones increase the intrinsic time-domain
length of the optimal spatial cancellation filters. For practical
reasons, these filters are limited to a �fixed� FFT length, and
therefore there is an effective truncation of the filters that
limits the beamformer performance.

Research into biologically inspired binaural beamform-
ers for hearing aids has led to new methods that exploit some
of the mechanisms found in the auditory system �Liu et al.,
2000; Lockwood et al., 2004�. These mechanisms enhance
the performance of the beamfomer even with two micro-
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phones in complex cocktail-party scenes �Cherry, 1953� con-
taining many simultaneous speech sources. This is a situation
similar to that of a frog chorus.

A chorus contains a high density of spatially localized
nonstationary interfering sources that exhibit time-frequency
sparseness. That is, at any given instant energy is present
only in a small region of time-frequency space. By exploit-
ing the time-frequency sparseness of the target and interfer-
ing sources, the complex scene could be separated into indi-
vidual time-frequency bins with much less overlap �Mohan
et al., 2008�. This makes it easier to identify the direction of
sources and to beamform independently in these sparse chan-
nels to obtain improved cancellation of interference. The
most efficient of these beamformers for small arrays, a par-
ticular frequency-domain MVDR beamformer implementa-
tion, combines very rapid independent adaptation in each
time-frequency bin with low computational complexity
�Lockwood et al., 2004�. This implementation is particularly
suited to the complex dynamics of a frog chorus. The rapidly
varying nonstationarity and time-frequency sparseness of the
frog vocalizations, the presence of many more frogs than
microphones, and their small spatial separation combine to
make the use of this particular adaptive beamformer very
appropriate.

E. Monitoring choruses and future directions

The procedures outlined in this work can be used to
monitor heterospecific choruses where the number of indi-
viduals exceeds the number of microphones. A total of 9
individuals from two species were localized. Large natural
choruses can involve many more frogs and several species in
breeding sites that exceed several thousand sq m. While there
is variability in the size of natural choruses reported �see Sec.
I A�, there is no doubt that the spatial extent of the chorus
and the number of individuals reported here are small com-
pared to many natural choruses. Thus, it is of interest to ask
whether the methods can be applied to large choruses, and
what are the limits on the chorus sizes that can be analyzed.

There are no clear answers to these questions at this time
although they form the focus of on-going work. However,
several features of the processing scheme should be noted in
this regard.

�1� The array is scalable. That is, more microphones can be
added to increase the spatial extent of the array, and
increase coverage of larger choruses. For example, in the
scheme presented here, two additional microphones �say,
mics 5 and 6� could have been added to the right of mics
3 and 4 to increase the coverage beyond x=9 m. The
size of the array is only limited by practical consider-
ations. The methods presented here are independent of
the array size or geometry.

�2� The analysis of a chorus does not require data from all
microphones. As discussed earlier, there is much greater
advantage in focusing or applying a spotlight to a neigh-
borhood around a set of microphones. At a practical
level this would mean ignoring data from microphones
that are much further away from the neighborhood. A
group of five microphones deployed as one module �in

the configuration of an irregular polyhedron� would be
adequate to cover a neighborhood around the module
and localize in three-dimensions. More modules could
be added to increase the array size.

�3� The number of callers localized and separated �9� ex-
ceeded the number of microphones �4�. This is a major
advance, as blind source separation requires as many
sensors as there are sources �Hyvarinen et al., 2001�. By
exploiting the time-frequency sparseness of the system
and applying biologically motivated strategies, the pro-
cessor is able to separate more sources than sensors. We
have no data as yet on the upper limit on the number of
sources that can be extracted by a fixed number of mi-
crophones. These tests are on-going. If we were to in-
crease the number of microphone modules as suggested
above, then in principle the processor could analyze
larger choruses. This work is a step in that direction.

A significant drawback of the method is that it does not
include multi-path propagation. As a result the cross-
correlation function between pairs of sensors will demon-
strate multiple peaks, and it may not be possible to determine
the correct time delay without errors. We note that only time-
delay estimation via cross-correlation is affected; the local-
izer and the beamformer are unaffected by multi-path propa-
gation. Thus, a major future goal is to estimate the arrival-
time differences to the microphones by incorporating multi-
path propagation.
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1The minimum number of sensors that is required was derived by Schmidt
�1972� in his “Location on the conic axis” or LOCA method. Briefly, and
in two-dimensions, three sensors are assumed to be located on a general-
ized conic with the source located at one of the foci. The eccentricity of
the solution conic determines whether the conic is an ellipse, a hyperbola,
or a parabola. If the conic is an ellipse, then the three sensors will unam-
biguously locate the source at one of the foci with the other foci yielding
the negative of the time-difference measurements. In case the conic is a
hyperbola, the foci cannot be diambiguated because they generate the
same time-difference measurement. In this case a fourth sensor is neces-
sary to uniquely locate the source. In the limiting case of a parabola, one
of the foci will be at infinity. The extension to three dimensions is similar.
Hence, the minimum number of sensors that are required will depend on
the geometry of the source-sensor arrangement. The LOCA method should
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be contrasted with the hyperbolic range difference location method of van
Etten �1970� where the sensors are at the foci and the source is at the
intersection of the hyperboloids. The two methods are mathematical duals
�Schmidt, 1972�.

2The use of a global positioning system for monitoring sensor positions or
for acoustic localization has not been reviewed here, although this is a
technology that is likely to see widespread use in the future.
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The effect of altered auditory feedback on control of vocal
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Budgerigars learn their vocalizations by reference to auditory information and they retain the ability
to learn new vocalizations throughout life. Auditory feedback of these vocalizations was
manipulated in three experiments by training birds to produce vocalizations while wearing small
earphones. Experiments 1 and 2 examined the effect of background noise level �Lombard effect� and
the effect of manipulating feedback level from self-produced vocalizations �Fletcher effect�,
respectively. Results show that birds exhibit both a Lombard effect and a Fletcher effect. Further
analysis showed that changes in vocal intensity were accompanied by changes in call fundamental
frequency and duration. Experiment 3 tested the effect of delaying or altering auditory feedback
during vocal production. Results showed subsequent production of incomplete and distorted calls in
both feedback conditions. These distortions included changes in the peak fundamental frequency,
amplitude, duration, and spectrotemporal structure of calls. Delayed auditory feedback was most
disruptive to subsequent calls when the delay was 25 ms. Longer delays resulted in fewer errors.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3158928�

PACS number�s�: 43.80.Ka, 43.80.Lb �ADP� Pages: 911–919

I. INTRODUCTION

Animals that learn their vocalizations rely on auditory
feedback �AF� for the development and maintenance of a
normal vocal repertoire �for reviews, see Farabaugh and
Dooling, 1996; Janik and Slater, 1997; Doupe and Kuhl,
1999; Brainard and Doupe, 2000; Janik and Slater, 2000; and
Boughman and Moss, 2003�. AF during vocal production has
been most extensively studied in humans, where feedback
mechanisms help regulate, among other things, vocal ampli-
tude. The Lombard effect, for instance, describes an increase
in vocal amplitude in response to an increase in ambient
noise level �Lombard, 1911; for a review, see Lane and
Tranel, 1971�. The Fletcher effect describes a decrease in
vocal amplitude in response to an increase in perceived vocal
loudness �Fletcher et al., 1918; Lane and Tranel, 1971; Sie-
gel and Pick, 1974�. In human speakers, these changes also
include increases in syllable duration and vocal pitch and
decreases in speaking rate �Hanley and Steer, 1949; Drae-
gert, 1951; Dreher and O’Neill, 1958�. Presumably, these
responses function to preserve speech intelligibility in varied
listening conditions.

Signal degradation due to environmental noise is a prob-
lem for all acoustic communication systems. Mechanisms of
noise-dependent amplitude changes in vocal behavior similar
to the Lombard effect have been described in monkeys �Sin-
nott et al., 1975; Brumm et al., 2004; Egnor and Hauser,
2006�, quails �Potash, 1972�, hummingbirds �Pytte et al.,
2003�, songbirds �Cynx et al., 1998; Brumm and Todt, 2002;
Kobayashi and Okanoya, 2003�, and budgerigars �Manabe et

al., 1998�. Generally, in animal studies, technical challenges
in delivering noise or altered AF make precise comparisons
with human work difficult. The present studies use small
earphones to overcome this limitation.

Changes in vocal output caused by altered feedback ex-
tend beyond level effects. Precise timing of feedback also
has important consequences for the normal development and
maintenance of vocal production. In humans, delayed audi-
tory feedback �DAF� of the speech signal results in a number
of disruptive effects, including slower speech rate, higher
fundamental frequency, longer syllable durations, and a
range of production errors �including stuttering and short
consonant-like bursts of sound� while some subjects report a
complete inability to continue speaking �Lee, 1950; Fair-
banks, 1955; Yates, 1963; Howell and Archer, 1984�. The
most severe disruptions in speech occur at a feedback delay
of about 200 ms, with less disruption at shorter and longer
delays. Interestingly, DAF has fluency-enhancing effects on
stutterers �e.g., Bloodstein, 1995�. Taken together, this suite
of effects has been interpreted as evidence for timing mal-
functions in a closed-loop feedback circuit, which controls
ongoing vocal production via AF �e.g., Fairbanks, 1954;
Chase, 1965�.

There is very little DAF work in animals. Recent work
in songbirds has examined the effects of manipulating AF by
playing either altered or delayed song during vocal produc-
tion in zebra finches �Leonardo and Konishi, 1999; Cynx and
Von Rad, 2001; Sakata and Brainard, 2006� resulting in dra-
matic effects on song. Birds show song syllable repetition,
syllable deletion, and loss of syllable sequencing and struc-
ture under these conditions. The most severe disruptions
caused by DAF occurred at delays of 100 ms in zebra finches
�Cynx and Von Rad, 2001� and about 65 ms in Bengalese
finches �Sakata and Brainard, 2006�.

a�Author to whom correspondence should be addressed. Present address:
Department of Biomedical Engineering, Johns Hopkins University School
of Medicine, 412 Traylor Research Building, 720 Rutland Avenue, Balti-
more, MD 21205. Electronic mail: michael.osmanski@jhu.edu
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Here the authors apply new methods to a nonsongbird
species to further examine how altered AF affects vocal pro-
duction in birds and also to provide insights into the opera-
tion of auditory-vocal circuits in budgerigars. First, vocal
behavior was rigorously controlled by training birds, through
operant conditioning with food reward, to produce specific
vocalizations �i.e., contact calls� to a visual cue. Second,
birds were tested while wearing small earphones allowing
more precise delivery of noise or altered AF. In experiment 1
�Lombard effect�, the authors played various levels of white
noise to subjects through the earphones while they were vo-
calizing. In experiment 2 �Fletcher effect�, the authors played
amplitude-adjusted exemplars of the birds’ contact calls
through the earphones as the birds were producing the same
vocalizations. In experiment 3, the authors examined the ef-
fect of spectrotemporal alterations of AF �e.g., DAF, revers-
ing the bird’s call� on vocal production.

II. GENERAL METHODS

A. Subjects

The subjects in all three experiments were three adult
male budgerigars from a colony maintained in an aviary at
the University of Maryland. Each bird was separately caged
and had ad libitum access to water. Since food was used to
reinforce vocal behavior, the birds were maintained at 90%
of their free-feeding body weight. The University of Mary-
land Animal Care and Use Committee approved all experi-
mental procedures.

B. Apparatus

Birds were trained in an operant testing apparatus con-
sisting of a small wire cage �14�12�17 cm3� constructed
of wire mesh and mounted in an acoustic isolation chamber
�Industrial Acoustic Co. model AC-1�. Three light-emitting
diodes �LEDs� �left, center, and right� were attached to a
piece of anechoic foam on the front panel of the cage at
approximately the level of the birds’ heads. Three small
speakers �SONY model MDR-Q22LP� were mounted on the
exterior of the cage—one at the center above the front LED
panel and one on each of the left and right sides. A small
directional microphone �SONY model ECM-77B� located
just below the LED panel detected vocalizations. A food
hopper containing hulled millet was located on the floor of
the cage under the front LED panel. A small video camera
was used to monitor the bird’s behavior while in the cham-
ber.

C. Training/testing procedure and analysis

1. Contact call detection and analysis

Training, testing, and analysis programs were written in
MATLAB software �version 6.5, Natick, MA� for Tucker
Davis Technologies �TDT� System III hardware �Gainesville,
FL�. The output of the microphone was amplified, low-pass
filtered at 10 kHz, and sent to a circular memory buffer in a
TDT real-time digital signal processor �RP2.1� at a sampling
rate of 25 kHz. A typical budgerigar contact call duration is
100–150 ms with spectral energy concentrated between 2

and 4 kHz �Farabaugh et al., 1994; Farabaugh and Dooling,
1996; Farabaugh et al., 1998�. Thus, incoming signals were
classified as contact calls if signal intensity exceeded a user-
defined value for a minimum of 70 ms and signal power in
the frequency band between 2 and 4 kHz exceeded that be-
tween 4 and 10 kHz.

All signals classified as contact calls were saved for later
analysis. Analysis first involved the generation of serial
power spectra across each call in 5 ms �i.e., 122 pt� windows
�with 50% window overlap� using a chirp-z transform spec-
tral estimation method �MATLAB function CZT�, which al-
lowed 1 Hz frequency resolution. Within each window, the
authors measured the frequency and amplitude of the spec-
tral peak and also the spectral bandwidth 3 dB down from
the peak. These measures were then averaged to derive the
average peak frequency, peak amplitude, and 3 dB band-
width across the call. Finally, the authors measured the call
duration and calculated the similarity to the stored standard
or template call �see Secs. 3 and 4 for a description of the
template and correlation algorithm�. These measures were
later analyzed using SPSS software �version 12.0, Chicago,
IL�.

2. Initial training „shaping…

Birds were habituated to the experimental chamber and
trained to eat from the food hopper when it was activated.
Once the birds consistently ate from the raised hopper, shap-
ing of vocal production began. A tape recording of a flock of
vocalizing budgerigars was played in the operant chamber to
induce the birds to vocalize. Whenever the birds responded
to this flock tape with a contact call, the experimenter acti-
vated the hopper. Birds quickly came to associate vocalizing
in the test chamber with delivery of food. The flock tape
playback became unnecessary after several training sessions
as the bird reliably produced calls to obtain food and food
reinforcement was delivered automatically under computer
control.

Birds were next trained to vocalize only when the center
LED was illuminated. The LED was turned off once a vo-
calization was acquired and then turned on again after a ran-
dom time interval �approximately 5–15 s�. Only vocaliza-
tions produced when the light was illuminated were
reinforced. Vocalizations produced when the LED was
turned off caused the random interval timer to reset and thus
increased the wait time before another trial could be started
�i.e., the LED turned back on�. Birds quickly learned to vo-
calize in the chamber only in response to the illumination of
the center LED.

3. Selecting the contact call template

Once the birds were reliably responding, they were run
in several additional training sessions to establish their call
repertoire. Budgerigars produce several different call-types
that are easily distinguished based on spectrographic charac-
teristics, with one call-type typically being produced much
more often than others �Farabaugh et al., 1994; Farabaugh
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and Dooling, 1996�. An exemplar of the bird’s most frequent
contact call-type was selected as that bird’s standard or tem-
plate call �see Manabe and Dooling, 1997�.

The template call was chosen by first computing pair-
wise spectral cross-correlations among all calls in the test
sessions. A custom MATLAB program created a spectrogram
for each call using a 256-point �i.e., 10.5 ms� Hanning win-
dow with 50% window overlap. Spectrograms were com-
pared using two-dimensional cross-correlation �MATLAB

function XCORR2�, resulting in a series of correlation values
representing all possible temporal offsets between the two
spectrograms. The maximum correlation value was taken as
the similarity index between the two calls and was normal-
ized to r=0.0 if the two calls were perfectly dissimilar and
r=1.0 if the calls were identical. The resultant similarity ma-
trix was analyzed using a multidimensional scaling algorithm
�MATLAB function MDSCALE� and the call in the center of
the largest cluster in this two-dimensional space was selected
as the template call for the next phase of training.

4. Training vocal precision

Subsequent training sessions used the template call de-
scribed above to differentially reinforce the bird’s vocal be-
havior by only reinforcing calls that were similar to the tem-
plate call. Every vocalization produced by a bird was
compared to the stored digital template in real-time and the
bird was reinforced if the correlation between the two calls
exceeded an experimenter-defined criterion. At first, the cri-
terion correlation value was set very low �e.g., r=0.01� so
that all calls were reinforced. The criterion was gradually
increased over several sessions to a maximum value of r
=0.70. All training sessions were terminated after 50 rein-
forcements or 25 min, whichever came first. Birds almost
always completed 50 reinforcements within 25 min ��95%
of sessions�. Subjects were tested in two daily sessions, 5
days/week. All test sessions were separated by at least 3 h.

D. Earphones

1. Surgical procedure and earphone construction

Once the birds were trained, a small, stainless steel head
post �jewelry pin with clutch back, Hirschberg Schutz & Co.,
Inc., model no. JC8425–01� was affixed to each bird’s skull.
First, the animal was weighed and given an intramuscular
injection of ketamine �40 mg/kg�/xylazine �20 mg/kg�. The
toe pinch response was used to determine whether the bird
was properly anesthetized for surgery. Next, the superior as-
pect of the skull was exposed using a No. 11 scalpel blade
and Vanass scissors �Fine Science Tools, Foster City, CA�.
The skull surface was abraded using the scalpel to create
better adhesion before the head post was attached using den-
tal cement �A-M Systems Inc.�. Nexaband �Closure Medical
Corporation, Raleigh, NC� was used to seal the incision, and
the bird was placed in a heated therapy unit for monitoring
until the anesthetic effects had worn off. Birds were moni-
tored for 24–48 h following surgery and a non-narcotic, non-
steroidal analgesic �Flunixin meglumine, 10 mg/kg� was ad-
ministered daily during this recovery period.

Following recovery, birds were fitted with an earphone
assembly. The earphone frame was constructed using thin
steel wire �1 mm diameter� with small rubber grommets �10
mm diameter� as earphone cushions. A transducer �Knowles
Acoustics, model no. EH-3062� was glued to the interior of
each grommet using commercially available silicone sealant.
These transducers have a frequency response from 0.2 to 8
kHz with peak sensitivities between 2 and 5 kHz. When
affixed to the head post, the transducers were aligned directly
at the opening of the bird’s ear canal. The grommets pressed
lightly against the sides of the bird’s head providing some
attenuation of external sounds. During testing, wires from
the earphones were fed through the ceiling of the operant
chamber to the output amplifiers of the TDT hardware sys-
tem. The birds were able to move around freely while wear-
ing the headphones during a test session. The headphones
were attached to the head post prior to testing and removed
after the test session was complete when the bird was re-
turned to the aviary.

2. Earphone calibration and testing

The sound pressure level of the feedback was measured
with a Larson-Davis model 824 sound level meter and 3-m
extension cable with a 1

4 in. microphone both before and
after the experiment. The microphone was placed inside a
custom-made open adaptor, which approximated the diam-
eter of the bird’s auditory meatus and the distance to the
bird’s tympanic membrane from the transducer.

After being fitted with earphones, each bird was tested
in several training sessions to ensure that performance was
not affected by the surgery, wearing earphones, or the pres-
ence of wiring above the bird’s head. No sounds were deliv-
ered through the earphones during these sessions and all
birds achieved and maintained a reinforcement rate greater
than 90% within five sessions after being reintroduced into
the testing environment following surgery. The possibility of
occlusion effects was considered unlikely because the ear-
phones were not tightly pressed against the head, the energy
in the contact calls was at relatively high frequencies be-
tween 2 and 4 kHz, and budgerigars have an interaural path-
way that connects their middle ears.

III. EXPERIMENT 1: LOMBARD EFFECT

The Lombard effect is well studied in humans and has
been shown in a number of nonhuman animals, including
budgerigars. Here the authors examined the Lombard effect
in budgerigars with noise delivered through earphones over a
broad range of noise levels. In keeping with free field work
�Manabe et al., 1998� the authors hypothesized that vocal
amplitude would increase as the level of the AF increased.
The authors also hypothesized, based on work with human
speech, that increasing vocal amplitude would be accompa-
nied by parallel increases in fundamental frequency and du-
ration.
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A. Methods

1. Subjects

Three adult male budgerigars were used in this experi-
ment.

B. Procedure

Once the birds were trained to asymptotic levels of per-
formance on the template-training task described above and
were fitted with earphones, Gaussian white noise from the
TDT System III RP2.1 hardware was delivered during testing.
The feedback noise level was measured using a Larson-
Davis model 824 sound level meter for 11 different noise
levels �40–90 dB sound pressure level �SPL� in 5 dB steps,
A-weighting, fast rms� at the bird’s ear.

Birds were tested in four sessions of 60 trials each. A
trial was defined by a bird producing a single vocalization in
response to an illuminated LED. All 11 noise levels �and a
quiet condition� were presented across a test session in five-
trial blocks. Noise level changes occurred after the comple-
tion of a given trial block and before the first trial of the next
block. With the exception of quiet trials, noise was played
constantly throughout a session �i.e., there were no silent
intervals between noise level changes� regardless of whether
the animal was vocalizing or not. The exact order of levels
presented was randomly assigned prior to the start of each
session.

All vocalizations produced during the experiment were
stored digitally and analyzed off-line using a custom MATLAB

signal analysis program. Analysis involved a two-step pro-
cess in which calls were first sorted by noise level across
sessions followed by an acoustic analysis of calls within each
noise level. Acoustic measures included average peak fre-
quency, average amplitude, duration, similarity to the tem-
plate, and 3 dB bandwidth.

C. Results and discussion of experiment 1

Figure 1 shows the increase in call amplitude and call
frequency as a function of noise level. The mean level of all
calls produced by the birds significantly increased by 7.8 dB
SPL as the level of the noise feedback increased from 40 to
90 dB SPL �one-way repeated measures analysis of variance
�henceforth RM ANOVA�; F�11,649�=64.2, p�0.01�. Av-
erage peak frequency increased by about 84 Hz across the
same range of noise levels �one-way RM ANOVA;
F�11,649�=9.75, p�0.01�. Call duration also significantly
increased with increasing noise level �one-way RM ANOVA;
F�11,649�=4.19, p�0.01�. These results show that budgeri-
gars increase fundamental frequency and call length in re-
sponse to increases in ambient noise levels. Humans and
other primates also show an increase in vocal frequency and
syllabic length when producing Lombard speech �Lane and
Tranel, 1971; Summers et al., 1988; Brumm et al., 2004;
Egnor and Hauser, 2006�.

Noise level was significantly and inversely proportional
to both the similarity of the vocalization to the call template
�one-way RM ANOVA; F�11,649�=2.42, p�0.01� and 3 dB
bandwidth �one-way RM ANOVA; F�11,649�=4.18, p

�0.01�. The decrease in correlation values indicates that vo-
calizations produced in noise also contained structural
changes in the call. These changes may be related to the
decrease in call bandwidth, which itself may reflect a strat-
egy to increase call detectability in noise. Prior work on the
perception of vocalizations in noise by budgerigars and zebra
finches has shown that for the same overall level, narrow
band vocalizations are more easily detected in noise than
wide band vocalizations �Lohr et al., 2003�.

IV. EXPERIMENT 2: FLETCHER EFFECT

Experiment 2 examined the effect of a level increase in
AF on production amplitude. The Fletcher effect, which as
far as the authors know has only been reported for humans, is
a decrease in vocal amplitude in response to an increase in
perceived vocal loudness. As in the previous experiment,
birds were trained to produce a specific call in the operant
environment. Based on results from human studies and also
from experiment 1, the authors hypothesized that �1� vocal
amplitude would decrease as the level of the AF increased
and �2� there would be concomitant decreases in both aver-
age vocal frequency and call duration.

A. Method

1. Subjects

The three birds from experiment 1 were used in this
experiment.

B. Procedure

Each bird’s stored call template was used as the feed-
back stimulus and delivered through the earphones while the
bird vocalized. The template call was used instead of the
bird’s actual vocalizations to ensure that the feedback was
delivered at specific levels and was not dependent on scaling
a bird’s own vocal production �which itself was expected to

FIG. 1. Increases in amplitude and average peak frequency from calls pro-
duced in noise during experiment 1 �Lombard effect�. Means and standard
errors are plotted.
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vary in amplitude during a session as the feedback level was
changed�. Observations from training sessions show that
these calls tend to be highly stereotyped under operant con-
trol, with a standard deviation under 5 ms in duration and
under 3 dB in amplitude within a test session. Thus, the
template call functioned satisfactorily as a surrogate for the
bird’s actual production.

The template was stored in a memory buffer in the TDT
RP2.1 and delivered through the earphones when a vocaliza-
tion was detected at the microphone. The authors used four
different feedback levels �i.e., quiet, 70, 80, and 90 dB SPL,
A-weighting, fast rms� that were measured using a Larson-
Davis model 824 sound level meter. These values were cho-
sen based on the level at which the birds typically vocalized
in the operant environment, which was about 70 dB SPL.
Birds likely also heard their own vocalizations in each of
these conditions through both air �due to the lack of com-
plete occlusion by the headphones �see Sec. IID above�� and
bone conduction.

Birds were run in two sessions of 40 trials each. A trial
was defined by a single vocalization produced in response to
an illuminated LED. Feedback levels were presented in five-
trial blocks and each trial block was tested twice per session.
The order of the trial blocks was randomly assigned prior to
each session. All vocalizations were stored digitally and ana-
lyzed off-line using a MATLAB signal analysis program.
Analysis involved a two-step process in which calls were
first sorted by feedback level followed by an acoustic analy-
sis of calls within each noise level. Acoustic measures in-
cluded average peak frequency, average amplitude, duration,
similarity to the template, and 3 dB bandwidth.

C. Results and discussion of experiment 2

Figure 2 shows the decrease in call amplitude and call

frequency as a function of feedback level. The mean level of
all calls produced by the birds significantly decreased by
3.74 dB between the quiet condition and the 90 dB SPL
feedback condition �one-way RM ANOVA; F�3,177�=38.5,
p�0.01�. Mean call frequency for the three birds across
feedback levels significantly decreased by 59.1 Hz across
feedback levels �one-way RM ANOVA; F�3,177�=13.4, p
�0.01�. Call duration also significantly decreased as feed-
back level increased �one-way RM ANOVA; F�3,177�
=2.74, p�0.05�. There were no significant differences in
either the similarity to the template call or 3 dB bandwidth.

The authors also looked at the time course of these
changes by comparing the amplitude and frequency of the
first two calls produced after the feedback level changed.
There were no differences in amplitude �F�3,6�=1.72, p
=0.26� or frequency �F�3,6�=1.08, p=0.43� across feedback
levels on the first trial, but calls were significantly different
across feedback levels in both amplitude �F�3,6�=5.19, p
�0.05� and frequency �F�3,6�=5.12, p�0.05� on the sec-
ond feedback trial. Thus, budgerigars do not make online
adjustments to either the amplitude or frequency of these
short contact calls but rather adjust both frequency and am-
plitude on the subsequent vocalization.

V. EXPERIMENT 3: DELAYED AND ALTERED
AUDITORY FEEDBACK

Here the authors tested the effect of altering AF of the
bird’s own vocalization on vocal production. There were
three altered feedback conditions: �1� DAF of the bird’s own
vocalizations �“DAF” condition�, �2� a temporally-reversed
version of the birds’ template call �“reversed” condition�, and
�3� another bird’s call as the altered feedback stimulus
�“other” condition�. Based on prior work in humans and
songbirds, the authors hypothesized that altered feedback
would disrupt normal call production by inducing changes in
pitch, duration, and other spectrotemporal aspects of the call.

A. Method

1. Subjects

The three birds from experiments 1 and 2 were used in
this experiment.

B. Procedure

Birds were trained with the same methods of the previ-
ous two experiments to produce contact calls that had a spec-
tral cross-correlation criterion to the template of at least r
=0.70. Then, in three conditions, altered feedback was pre-
sented through the earphones whenever a vocalization was
detected at the microphone. In the DAF condition, the altered
feedback stimulus was the bird’s own vocalization from the
incoming microphone signal delayed in time by 0, 25, 50,
75, or 100 ms. In both the reversed and other conditions, the
stimulus presented was either a reversed version of the birds’
template call or the contact call of another bird as feedback
stimuli, respectively. These last two stimulus types were
stored in a memory buffer and presented with a 0 ms delay.
The level of the altered feedback stimuli was calibrated to 70

FIG. 2. Decreases in amplitude and average peak frequency from calls
produced during experiment 2 �Fletcher effect�. Means and standard errors
are plotted.
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dB SPL �typical of birds vocalizing in the operant chamber�
using a Larson-Davis model 824 sound level meter.

Birds were run in two sessions for each feedback type
�e.g., five DAF delay values, reversed, and other� for a total
of 14 sessions. Each session was comprised of 70 total trials:
10 altered feedback trials and 60 non-altered feedback trials.
The ten altered feedback trials were randomized within each
session so that one altered feedback trial was presented for
every three to eight non-altered feedback trials. Also, the
order of each feedback type was randomized across testing
sessions. All birds completed the full 70 trials for all ses-
sions.

Vocalizations were stored digitally and analyzed off-line
using a MATLAB signal analysis program. Calls were first
sorted by trial type �i.e., pre-altered feedback trial, altered
feedback trial, first trial post-altered feedback, etc.� and then
acoustic measures—including peak fundamental frequency,
amplitude, duration, and similarity to the template—were
calculated to compare calls across different trial and stimulus
types.

C. Results and discussion of experiment 3

The three birds showed disruptions in vocal behavior in
all three altered feedback conditions. The most obvious find-
ing was that birds often produced calls that fell below a
spectral cross-correlation to the template of r=0.70, which
was the minimum value required for reward during training
sessions. These calls were labeled errors. Most of these er-
rors �83.0%� occurred within the first two calls after an al-
tered feedback trial and most of those �77.3%� occurred on
the first call following altered feedback presentation. No er-
rors occurred during the altered feedback trials.

Figure 3 shows the error rate on the first trial following
the altered AF trial across the three conditions. Under the
DAF condition, error rates differed as a function of delay
length �one-way RM ANOVA; F�4,8�=24.01, p�0.001�. As
in humans, there was a maximally disruptive delay that re-
sulted in the most errors, which for budgerigars was 25 ms.

Both the reversed and other conditions produced statistically
indistinguishable error rates of 16.7% and 15.0%, respec-
tively �paired samples t-test; t�2�=−2.00, p=0.18�, and the
average error rate between these two conditions was signifi-
cantly lower than in the 25 ms DAF condition �paired
samples t-test; t�2�=5.20, p�0.05�.

Calls classified as errors fell into two general categories
based on visual inspection of spectrographic characteristics.
The first type of error occurred when the bird produced a
call-type different from the template call �error I�. This type
of error represented 62.3% of all errors. The second kind of
error �error II� was less common �37.7%� and occurred when
the bird produced the same call-type as the template call but
with new or missing acoustic elements. An example of each
of these types of errors is shown in Fig. 4. Overall, there
were 180 feedback trials resulting in a total of 88 errors of all
types.

VI. GENERAL DISCUSSION

In three experiments the authors show that budgerigar
vocalizations are affected by real-time AF. Experiments 1
and 2 showed that these birds exhibit the Lombard and
Fletcher effects—increasing vocal amplitude in the presence
of background noise and decreasing vocal amplitude when
the AF level of their calls is increased. Vocal amplitude in-
creased linearly 1 dB for every 5 dB change in AF loudness.
This is a shallower slope than found in humans, where a 1
dB change in vocal amplitude occurs for each 2–3 dB change
in AF loudness �see Lane and Tranel, 1971�. The difference
in slope between humans and budgerigars may be a function
of the natural vocal level range of each species. That is,

FIG. 3. Error rate varies as a function of feedback type �e.g., DAF delay
length—left panel; reversed/other call—right panel�. Mean and standard er-
rors for each of the five delay lengths show that birds produced errors on the
first call after altered feedback 41.7% of the time in those sessions with
feedback delays of 25 ms. Fewer errors were produced as delay length
increased. Similarly, errors were produced on the first call after feedback in
the reversed and other conditions on 16.7% and 15.0% of trials, respectively.

FIG. 4. Example spectrograms from experiment 3 showing one bird’s
trained template call and an example from each of the two error categories
produced by the same bird. The first kind of error �error I� occurred when a
subject produced a call-type different from the trained call. Calls in which a
bird added or subtracted call elements from its trained call were labeled
error II. In the error II example shown, the bird added about 100 ms to the
end of its call �boxed area�.
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humans can typically speak across 50+dB range of level
�from whisper to shout�, whereas budgerigars probably have
a much smaller range.

The authors also showed that these amplitude changes
are accompanied by changes in contact call frequency, dura-
tion, bandwidth, and other acoustic characteristics that are
also correlated with vocal effort in speech �e.g., Traunmüller
and Eriksson, 2000�. In humans, an increase in vocal effort
results in increased amplitude, duration, and pitch of speech
while a decreasing vocal effort shows the opposite effects.
Like humans, birds also produce sound driven by respiratory
airflow through a set of vibrating structures in the sound
producing organ �e.g., the syrinx in birds and the larynx in
humans� �Fletcher and Tarnopolsky, 1999; Larsen and Gol-
ler, 1999; 2002�. From the pattern of vocal changes occurring
during altered feedback trials, budgerigars appear to alter
their vocal effort, in a manner analogous to humans, by al-
tering the velocity of the air passing through the syringeal
membranes without changing membrane tension �e.g.,
Heaton et al., 1995; Brittan-Powell et al., 1997�. Changes
such as increased amplitude and duration and decreased
bandwidth all have the practical effect of increasing audibil-
ity in noise �Lane and Tranel, 1971; Summers et al., 1988;
Lohr et al., 2003�.

Experiment 3 also showed that budgerigars are affected
by other alterations of AF. Delaying or reversing the vocal-
izations, or presenting another bird’s contact call as AF, re-
sulted in a range of production errors. These errors were
similar to those reported in humans and songbirds �e.g.,
Yates, 1963; Leonardo and Konishi, 1999; Cynx and Von
Rad, 2001; Sakata and Brainard, 2006� and included changes
in peak frequency, amplitude, and duration. Errors were gen-
erally of two types: either production of a different call-type
or production of a call with additions or omissions of ele-
ments. Interestingly, these errors occurred in subsequent vo-
calizations but never during the altered feedback trial. This
result is consistent with those from experiment 2 �Fletcher
effect� showing that amplitude adjustments do not occur in
real-time but instead occur on the subsequent call. Taken
together, these results on budgerigars show both similarities
and differences with analogous behavioral results in humans.

In both humans and birds, the physiological mechanisms
underlying altered feedback effects remain obscure. In hu-
mans, recent work shows evidence for vocalization-induced
suppression of auditory cortex neural activity during ongoing
speech �e.g., Houde et al., 2002�. Several functional mag-
netic resonance imaging �fMRI� studies have shown that al-
tered AF, including DAF, activates areas in and around audi-
tory cortex, superior temporal lobe, and planum temporale
within 100–130 ms during speech �Hashimoto and Sakai,
2003; Guenther, 2006�. Similar patterns of excitation and
suppression have been described more recently in nonhuman
primates and may result from common mechanisms �e.g.,
Eliades and Wang, 2008�.

In songbirds, vocal errors appear to be processed in fore-
brain premotor areas. For example, Sakata and Brainard
�2006� showed that DAFs of single song syllables provided
to Bengalese finches at delays ranging from 40 to 65 ms
were most effective in generating vocal errors, although er-

rors occurred with delays as short as 20 ms. Errors did not
occur within a syllable, but in subsequent syllables. The au-
thors therefore speculated that the feedback signal is pro-
cessed in the forebrain premotor nucleus HVC, which is in-
volved in syllable sequencing. Consistent with this
hypothesis, a more recent study has shown that HVC con-
tains a population of neurons that are activated by both hear-
ing a song and producing the same song, which could serve
an important role in error-correction processes �Prather et al.,
2008�.

The neural underpinnings of budgerigar vocal feedback
control are much less understood than in either humans or
songbirds. The budgerigar nucleus NLc, a telencephalic vo-
cal motor region possibly analogous to songbird HVC, re-
sponds to auditory input within about 100 ms �Plummer and
Striedter, 2000� and projects to striatal structures responsible
for learning new contact calls �Striedter, 1994; Brauth et al.,
1997�. If this nucleus is functionally similar to songbird
HVC, it might also contain a population of neurons respon-
sible for comparing actual and expected feedback, and could
be responsible for selecting the correct contact call prior to
production. The fact that NLc does not receive AF informa-
tion until 100 ms after vocal onset might explain the bird’s
inability to use altered feedback for correcting online vocal
errors for short sounds since typical budgerigar contact calls
are typically 100–150 ms �Farabaugh and Dooling, 1996�. It
could be used to adjust subsequent vocalizations, however,
which is consistent with the behavioral data described here.
In addition, if NLc guides selection of the correct circuitry
underlying call production, this may also explain why DAF
results in erroneous call selection or the production of alter-
nate call-types. Results of the present behavioral experiments
are at least consistent with such a function for budgerigar
NLc.

The fact that altered AF in budgerigars affects subse-
quent calls rather than the ongoing vocalization is different
from what has been found in humans and songbirds �e.g.,
Yates, 1963; Leonardo and Konishi, 1999; Cynx and Von
Rad, 2001; Sakata and Brainard, 2006�. In part, this may
have to do with the fact that budgerigar contact calls are so
short that feedback mechanisms do not have time to engage.
Vocal amplitude adjustments following altered feedback dur-
ing sustained vowel production in humans does not occur
until approximately 150–175 ms of feedback onset �Heinks-
Maldonado and Houde, 2005; Bauer et al., 2006�. Similarly,
DAF effects in humans and songbirds occur at delays of
about 200 ms �e.g., Yates, 1963; Howell and Archer, 1984�
and 50–100 ms �Cynx and Von Rad, 2001; Sakata and Brain-
ard, 2006�, respectively. These are about the duration of a
typical budgerigar contact call �about 150 ms� and suggest
that the physiological response to altered AF may require a
minimum latency greater than the length of a call.

Another possibility is that contact calls are produced
ballistically and cannot be modified once initiated. In con-
trast, zebra finches and tamarins will interrupt their vocal
production in structured ways in response to a strobe light
�e.g., Cynx, 1990; Miller et al., 2003�. The type of errors
budgerigars made in experiment 3 did not appear to be ex-
amples of truncated contact calls and all errors occurred after
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the trial with altered feedback. Instead, budgerigar vocal er-
rors are better described as different, intact call-types. This
suggests that incorrect AF might be disrupting selection of
the correct motor program sequence that gives rise to the
next call-type. In songbirds, onset delays from altered AF are
about the average length of song syllables, which are them-
selves single vocal motor gestures and probably produced
ballistically �Cynx, 1990; Riebel and Todt, 1997; Franz and
Goller, 2002�. While there is evidence that budgerigars learn
new calls through a process of recombination and modifica-
tion of smaller call elements �Farabaugh et al., 1994;
Manabe and Dooling, 1997�, the present results argue more
that the entire call is produced ballistically rather than just
the individual elements.

In sum, these results show that AF in budgerigars, as in
humans and songbirds, is used to guide future vocal produc-
tion. The authors measured changes in call amplitude, fre-
quency, and duration that are consistent with the idea that
budgerigar vocal production contains mechanisms for over-
coming the masking effects of environmental noise. The au-
thors also showed that temporally- and spectrally-misaligned
feedback interrupt call production. Our results, in which al-
tered AF affects subsequent calls, differ from both the human
and songbird cases in which AF is used to make online ad-
justments to vocalizations as they are produced. These re-
sults could argue for an error-correction mechanism similar
to that reported in humans and songbirds but which operates
on a time scale greater than the length of a contact call.
Alternatively, these results may indicate that different
mechanisms are involved in AF-guided vocal production in
these two different groups of vocal learners.
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Preliminary Notice: 158th Meeting of the
Acoustical Society of America

The 158th Meeting of the Acoustical Society of America will be held
Monday through Friday, 26-30 October 2009 at the Hyatt Regency San
Antonio in San Antonio, Texas. Information about the meeting also appears
on the ASA Home Page at �http://asa.aip.org/meetings.html�.

Charles E. Schmid
Executive Director

Technical Program

The technical program will consist of lecture and poster sessions.
Technical sessions will be scheduled Monday through Friday, 26-30 October
2009.

Special Sessions

ACOUSTICAL OCEANOGRAPHY „AO…

Acoustic measurements of water column scatterers using multibeam sonar
Multibeam sonar measurements of water column scatterers �e.g., fish,

bubbles, suspended sediments, internal waves, and fine structure�
Acoustics and ocean acidity
Sensitivity of low frequency sound absorption to ocean pH can in principle

be exploited to measure ocean acidity. Papers on possible measurement
approaches, ocean acidity and its trends, and potential effects on ambient
noise are encouraged

Session in honor of Stan Flatté
�Joint with Underwater Acoustics�
Stan Flatté’s contributions to understanding acoustic fluctuations in the

ocean and the basic science of wave propagation though random media.
Papers on theoretical and observational aspects, and signal processing and
ocean inversion implications are encouraged

ANIMAL BIOACOUSTICS „AB…

Acoustical monitoring of animals to track climate, biotic, and environmental
changes

�Joint with Acoustical Oceanography�
How assessment of animal populations using acoustics can help assess en-

vironmental changes
Acoustical surveys, sampling, and population assessment of animals
How acoustics can be used to survey, sample, and assess animal populations
Emotion-related mechanisms of primate vocalizations
Research on mechanisms of primate vocalization, especially in emotional

context
Natural soundscapes and auditory scene analysis by animals
Descriptions and analysis of natural “auditory scenes” used by animals for

orientation and perceptual mechanisms

ARCHITECTURAL ACOUSTICS „AA…

Absorption, scattering, and diffusion: Myths, facts, misconceptions
Information and testing methods regarding absorption, diffusion and scatter-

ing. What are the differences? What do we know that is true? What is
myth and misinformation? How do we use the information?

Acoustic test facilities: Design, qualification and testing
�Joint with Noise and ASA Committee on Standards�
Acoustics of hemi-anechoic chambers and reverberation chambers including

design, qualifications, and testing methodologies

Acoustics and theater consulting: A special relationship
�Joint with Noise and Musical Acoustics�
Panel discussion with theater consultants discussing the theater consultant’s

joys and challenges in working with acoustics consultants
Architectural acoustics program serving consultants and professionals
�Joint with Education in Acoustics�
Overview of current program content and paradigms of approach followed

by a panel discussion
Biggest mistakes: Lessons for practitioners, researchers, and young design-

ers
Opportunity to learn not from others’ triumphs but from their hard lessons
Classroom acoustics: An update
�Joint with Noise and ASA Committee on Standards�
Review of active progress in classroom acoustics
Classroom acoustics: New design approaches both successes and failures
�Joint with ASA Committee on Standards, Noise, and Speech Communica-

tion�
New design approaches to improve the classroom environment with the best

interests of the students in mind
ETS-Lindgren acoustic test laboratories and factory: Papers and tour
�Joint with Noise�
A tour of the National Voluntary Laboratory Accreditaton Program

�NVLAP�-accredited ETS-Lindgren factory and acoustic research labora-
tory which includes a large double-wall hemianechoic chamber and rever-
beration chamber suite

Seismic restraint, structural issues and building acoustics
�Joint with Noise and Structural Acoustics and Vibration�
How to achieve desired acoustics while meeting seismic and other structural

requirements
Spaces for experimental media and spatial sound reproduction
�Joint with Engineering Acoustics�
Exploration of acoustic design challenges in constructing spaces for com-

plex multimedia presentations and surround sound for large venues

BIOMEDICAL ULTRASOUND/BIORESPONSE TO VIBRATION „BB…

Molecular imaging with ultrasound
�Joint with Physical Acoustics�
Development of ultrasound contrast agents and ultrasound imaging systems

for molecular imaging and sensing
Multiple scattering of waves: From theory to application
�Joint with Physical Acoustics and Underwater Acoustics�
Focus on all fields of acoustics where multiple scattering phenomena play a

role, at various frequencies. Different applications �tissue and materials
characterization, backscatter from bubble clouds and schools of fish, etc.�
will be considered. Focus will be on potential shifts in resonances,
changes in backscatter amplitude, and separating coda in the time domain

ENGINEERING ACOUSTICS „EA…

Acoustic measurement and models for sensors and arrays
�Joint with Signal Processing in Acoustics�
Recent advancement of theoretical or numerical model and devices, in

acoustic sensor/array measurement and calibration
Magnetostriction in Galfenol and its applications
Recent materials advances in Galfenol and applications in acoustics and

vibration
Geophysical acoustics
�Joint with Signal Processing in Acoustics�
Advances in acoustics for geophysical exploration: seismic technology,

borehole acoustics, design and modeling of acoustic transducers for down-
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hole and surface applications, crosswell acoustics, acoustics of rock-
porous media, and advances in signal processing and data analysis for
acoustic well logging and seismic applications

EDUCATION IN ACOUSTICS „ED…

Hands-on experiments for high school students
Experiments for high school students
Historical teaching and research acoustic apparatus
Descriptions of both teaching and research apparatus that is antique or his-

torical and no longer in use, except possibly in museums
“Project Listen Up”
�Joint with ASA Student Council�
Descriptions of acoustic demonstrations, laboratory experiments or discov-

ery activities for learners of all ages. Apparatus may be shown but the
talks should focus on concepts, explanations, diagrams and drawings with
an emphasis on careful scientific approach

MUSICAL ACOUSTICS „MU…

Acoustics of free-reed instruments
Wide range of studies on free-reed instruments and playing techniques with

a focus on the accordion and concertina
Acoustics of percussion instruments
Wide range of studies on percussion instruments and playing techniques
Musical ability: Innate and environmental influences
Innate and environmental influences on musical ability
Psychoacoustic response to musical instruments
Perception and acoustic responses to the enjoyment of musical instruments

NOISE „NS…

Advancements in noise control in Latin America
New developments in noise control standards and techniques
Advancements in soundscape application and standards
�Joint with ASA Committee on Standards�
Soundscape concepts and their application in city management
Annoyance of vehicle exterior noise
Measurement, analysis, and prediction
Sustainable building systems and acoustic performance
�Joint with Architectural Acoustics�
How to achieve environmentally conscious mechanical/building systems

while maintaining a low-noise profile

PHYSICAL ACOUSTICS „PA…

A man for all seasons: Tribute to Robert T. Beyer
�Joint with Engineering Acoustics�
Professor Beyer’s career expressed as a portrait as seen through the eyes of

his students and colleagues
40th anniversary of the Khokhlov/Zabolotskaya/Kuznetsov �KZK� equation
�Joint with Biomedical Ultrasound/Bioresponse to Vibration�
Past and present studies of nonlinear sound beams based on the Khokhlov/

Zabolotskaya/Kuznetsov �KZK� equation, including mathematical proper-
ties, methods of solution, and applications of this equation

Light and sound in science, engineering, and medicine
�Joint with Biomedical Ultrasound/Bioresponse to Vibration and Engineer-

ing Acoustics�
Synergistic use of light and sound for sensing, imaging, and inducing physi-

cal effects

SIGNAL PROCESSING IN ACOUSTICS „SP…

Categorization of animal acoustic signals
�Joint with Animal Bioacoustics, Acoustical Oceanography and Underwater

Acoustics�
Fundamental signal processing methodologies that could be applied to cat-

egorization of animal acoustic signals; contributions expected on classifi-
cation and detection, along with Bayesian methods for recognition and
estimation problems

Time-frequency theory and applications
Theory and applications of various time-frequency methods used in acoustic

signal processing. This includes, Wigner distributions, Zak transforms,
fractional Fourier transforms and other related methods

Kalman and particle filters in acoustics
Theory and the importance and applicability of Kalman and particle filters to

all areas of acoustics

SPEECH COMMUNICATION „SC…

Advances in speech synthesis
Recent developments in speech and voice synthesis with emphasis on the-

oretical motivations and variations across applications
Fluid-structure interaction in voice production: Experiments and modeling
Experimental and numerical studies of the glottal flow, vocal fold vibration,

and their interaction
Perceptual learning and adaptation in speech
Recent research on how listeners learn to adapt to variability in speech

including foreign-accented, degraded, and disordered speech

STRUCTURAL ACOUSTICS AND VIBRATION „SA…

Emerging applications of structural acoustics in energy and power genera-
tion

Modeling and prediction of vibro-acoustic characteristics of power genera-
tion systems

Structural acoustics and vibrations in nano-materials
�Joint with Physical Acoustics and Engineering Acoustics�
Special dynamic properties, acoustics, and vibration absorption in nano-

materials
Structural acoustics for poroelastic materials
�Joint with Physical Acoustics�
Measurement and prediction of transmission losses through poroelastic ma-

terials
Structural acoustics in biological media
�Joint with Biomedical Ultrasound/Bioresponse to Vibration�
Sound transmission through cochlea, hearing devices, and other biological

media

UNDERWATER ACOUSTICS „UW…

Progress in modeling complex and dynamic acoustic and oceanographic
characteristics of continental shelves and slopes

�Joint with Acoustical Oceanography�
Characterization of the environmental variability present on continental

slopes and shelves and its effects on acoustic propagation
Reverberation measurements and modeling
Reverberation measurements; modeling papers are encouraged in both in-

tensity and pressure time series

OTHER TECHNICAL EVENTS

Hot Topics

A “Hot Topics” session sponsored by the Tutorials Committee will
cover the fields of Acoustical Oceanography, Biomedical Ultrasound/
Bioresponse to Vibration and Noise.

Open Meetings of Technical Committees

Technical Committees will hold open meetings on Tuesday, Wednes-
day, and Thursday evenings. These are working, collegial meetings. Much
of the work of the Society is accomplished by actions that originate and are
taken in these meetings including proposals for special sessions, workshops
and technical initiatives. All meeting participants are cordially invited to
attend these meetings and to participate actively in the discussions.

Online Meeting Papers

The ASA provides the “Meeting Papers Online” website where authors
of papers to be presented at meetings will be able to post their full papers or
presentation materials for others who are interested in obtaining detailed
information about meeting presentations. The online site will be open for
author submissions in September. Submission procedures and password in-
formation will be mailed to authors with the acceptance notices.
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Those interested in obtaining copies of submitted papers for this meet-
ing may access the service at anytime. No password is needed. The url is
�http://scitation.aip.org/asameetingpapers/�.

Proceedings of Meetings on Acoustics

The upcoming meeting of the Acoustical Society of America will have
a published proceedings, and submission is optional. The proceedings will
be a separate volume of the online journal, “Proceedings of Meetings on
Acoustics.” This is an open access journal, so that its articles are available in
pdf format without charge to anyone in the world for downloading. Authors
who are scheduled to present papers at the meeting are encouraged to pre-
pare a suitable version in pdf format that will appear in POMA. The format
requirements for POMA are somewhat more stringent than for posting on
the ASA Online Meetings Papers Site, but the two versions could be the
same. The posting at the Online Meetings Papers site, however, is not ar-
chival, and posted papers will be taken down six months after the meeting.
The POMA online site for submission of papers from the meeting will be
opened after authors are notified that their papers have been accepted for
presentation. It is not necessary to wait until after the meeting to submit
one’s paper to POMA. Further information regarding POMA can be found at
the site http://asa.aip.org/poma.html. Published papers from previous meet-
ings can be seen at the site http://scitation.aip.org/POMA.

Meeting Program

An advance meeting program summary will be published online in
July and a complete meeting program will be mailed as Part 2 of the Octo-
ber issue. Abstracts will be available on the ASA Home Page �http://
asa.aip.org� in September.

TUTORIAL LECTURE ON PODCASTING DEMYSTIFIED: FROM CONCEPT
TO PRODUCTION FOR EVERY BUDGET

A tutorial presentation on “Podcasting DeMystified: From concept to
production for every budget” will be given by Kathleen P. King of Fordham
University and The Teachers’ Podcast �www.teacherspodcast.org� on Mon-
day, 26 October 2009 at 7:00 p.m.

Podcasting offers an inexpensive and yet powerful way to reach people
around the globe with your message in audio or video format. Leveraging
our global societies’ access of 24 /7 web-based platforms to meet their in-
formation and learning needs, provides a vibrant distribution engine waiting
for people of all disciplines to create and post their work. This tutorial will
provide an overview of the basic “how-to’s” of planning, producing and
hosting your podcast episodes and series. Podcasting possibilities may in-
clude redistributing content, and events, supplementing learning experi-
ences, extending the traditional classroom and integrating new opportuni-
ties. Intellectual property, copyright issues, sound production, equipment
options for every budget, free software for recording, editing and produc-
tion, and resources will be discussed as well. Dr. King has hosted and
produced over 8 series, reached over 6 million people through her podcast-
ing work, written 2 books and presented many seminars on this, other digital
media and distance learning topics. Utilizing this experience, Dr. King will
provide insight in the many different formats, audiences, hosting features,
and applications of podcasting. As examples of applications, consider that
podcasting can be thought of as teacher-created, student-created or already
existing content. We will discuss how you might use these different forms
for different valuable purposes in teaching and learning settings.

Lecture notes will be available at the meeting in limited supply. Those
who register by 5 October are guaranteed receipt of a set of notes. To
partially defray the cost of the lecture a registration fee is charged. The fee
is $15.00 USD for registration received by 20 October and $25.00 USD at
the meeting. The fee for students with current ID cards is $7.00 USD for
registration received by 5 October and $12.00 USD at the meeting. Register
online at �http://asa.aip.org� or use the use the registration form in the
printed call for papers.

SHORT COURSE ON ACOUSTIC IMAGING APPLICATIONS: SEISMIC,
UNDERWATER, BIOMEDICAL, AND SPEECH

Acoustic imaging is both a tool that continues to be used and an
emerging area in many disciplines. This short course will introduce how
acoustic imaging is utilized on the forefront of science in four different

acoustic disciplines: seismic imaging, underwater acoustic imaging, bio-
medical ultrasound imaging, and ultrasound imaging of speech.

The short course will be taught by a team of instructors who cover a
wide range of expertise in acoustic imaging. Dr. Max Deffenbaugh is a
research geophysicist with ExxonMobil Research & Engineering Company,
Annandale, NJ, who works on seismic signal processing and the estimation
of rock properties from seismic data. Dr. Jules Jaffe is a Research Ocean-
ographer at the Scripps Institution of Oceanography and a fellow of the ASA
who has worked in the field for 25 years. Dr. Christy Holland is an Associ-
ate Professor in the Department of Biomedical Engineering at the University
of Cincinnati. She is a fellow of both the ASA and the American Institute of
Ultrasound in Medicine, and is currently editor of Ultrasound in Medicine
and Biology, the official Journal of the World Federation for Ultrasound in
Medicine and Biology. Dr. Maureen Stone is a Professor at the University of
Maryland Dental School and a fellow of the ASA. She has used ultrasound
to study normal and pathological tongue motion for almost 30 years.

The course schedule is Sunday, 25 October, 1:00 to 5:00 p.m. and
Monday, 26 October, 8:30 a.m. to 12:30 p.m.

The registration fee is $250.00 USD and covers attendance, instruc-
tional materials and coffee breaks. The number of attendees will be limited
so please register early to avoid disappointment. Only those who have reg-
istered by 5 October will be guaranteed receipt of instructional materials.
There will be a $50.00 USD discount for registration made prior to 20
October. Full refunds will be made for cancellations prior to 20 October.
Any cancellation after 5 October will be charged a $25.00 USD processing
fee. Register online at �http://asa.aip.org� or use the use the registration form
in the printed call for papers.

SPECIAL MEETING FEATURES

Student Transportation Subsidies

A student transportation subsidies fund has been established to provide
limited funds to students to partially defray transportation expenses to meet-
ings. Students presenting papers who propose to travel in groups using eco-
nomical ground transportation will be given first priority to receive subsi-
dies, although these conditions are not mandatory. No reimbursement is
intended for the cost of food or housing. The amount granted each student
depends on the number of requests received. To apply for a subsidy, submit
a proposal �e-mail preferred� to be received by 14 September to: Jolene Ehl,
ASA, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502,
Tel: 516-576-2359, Fax: 516-576-2377, E-mail: jehl@aip.org. The proposal
should include your status as a student; whether you have submitted an
abstract; whether you are a member of ASA; method of travel; if traveling
by auto; whether you will travel alone or with other students; names of those
traveling with you; and approximate cost of transportation.

Young Investigator Travel Grant

The Committee on Women in Acoustics �WIA� is sponsoring a Young
Investigator Travel Grant to help with travel costs associated with presenting
a paper at the San Antonio meeting. Young professionals who have com-
pleted their doctorate in the past five years are eligible to apply if they plan
to present a paper at the San Antonio meeting, are not currently students,
and have not previously received the award. Each award will be of the order
of $300 with three awards anticipated. Awards will be presented by check at
the WIA luncheon at the meeting. Both men and women may apply. Appli-
cants should submit a request for support, a copy of the abstract for their
presentation at the meeting, and a current resume/vita which includes infor-
mation on their involvement in the field of acoustics and in the ASA. Sub-
mission by e-mail is preferred to Dr. Sarah Hargus Ferguson at
safergus@ku.edu. Deadline for receipt of applications is 15 September.

Students Meet Members for Lunch

The ASA Education Committee provides a way for a student to meet
one-on-one with a member of the Acoustical Society over lunch. The pur-
pose is to make it easier for students to meet and interact with members at
ASA meetings. Each lunch pairing is arranged separately. Students who
wish to participate should contact David Blackstock, The University of
Texas at Austin, by e-mail �dtb@mail.utexas.edu�. Please provide your
name, university, department, degree you are seeking �BS, MS, or PhD�,
research field, acoustical interests, and days you are free for lunch. The
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sign-up deadline is ten days before the start of the meeting, but an earlier
sign-up is strongly encouraged. Each participant pays for his/her own meal.

Plenary Session, Awards Ceremony, Fellows Luncheon and Social
Events

Buffet socials with cash bar will be held on Tuesday and Thursday
evenings. The ASA Plenary session will be held on Wednesday afternoon,
28 October, at the Hyatt Regency where Society awards will be presented
and recognition of newly-elected Fellows will be announced.

A Fellows Luncheon will be held on Thursday, 29 October, at 12:00
noon at the Hyatt Regency. This luncheon is open to all attendees and their
guests. Register online at �http://asa.aip.org� or use the registration form in
the printed call for papers.

Women in Acoustics Luncheon

The Women in Acoustics luncheon will be held on Wednesday, 28
October. Those who wish to attend this luncheon must register using the
form on page 15 or online at �http://asa.aip.org�. The fee is $20 �students
$10� for pre-registration by 5 October and $25 �students $10� at the meeting.
Register online at �http://asa.aip.org� or use the use the registration form in

the printed call for papers.

TRANSPORTATION AND HOTEL ACCOMMODATIONS

Air Transportation

San Antonio International Airport �SAT� is located on the north side of
San Antonio at the intersection of Interstate Highway Loop 410 and U.S.
Highway 281. It is approximately 15 minutes from the central business dis-
trict as well as Interstate Highway 35 to the east and Interstate Highway 10
to the west. SAT is served by the following airlines: Terminal 1: Aer-
omexico, Aerolitoral, Delta, Frontier, Mexicana, Midwest, Southwest, Sky-
west; Terminal 2: American, Continental, and U.S. Air.

Attendees arriving via commercial transportation are encouraged to
use public transportation to travel to the Hyatt �rather than car rental� as
driving in San Antonio center city can be challenging, parking can be costly
and may be limited.

Ground Transportation

There are a variety of ground transportation options between San An-
tonio International and surrounding metropolitan area destinations. Trans-
portation information is available from the booths located curbside in front
of both Terminals 1 and 2. Uniformed transportation agents can describe
offered services and provide rates to various destinations. For additional
ground transportation information please call �210� 207-3411.

Shared Ride Shuttle: A shuttle service is available from the San
Anonio International Airport to downtown hotels for $18.00 per person one-
way, or $32.00 round-trip. For additional information visit �http://
www.saairportshuttle.com/�.

Taxicabs: Taxicabs are available at the lower level curbside, outside of
baggage claim, at Terminal 1 and at the front curbside of Terminal 2 just
outside baggage claim. The cost from the airport to the Hyatt Regency is
approximately $20.00 to $23.00 USD. For additional information visit
�http://www.sanantonio.gov/aviation/taxicabs.asp�.

Automobile Rental: San Antonio International Airport is served by
nine major car rental companies which have counterspaces in each of the
Terminals. For additional information visit: �http://www.sanantonio.gov/
aviation/carrentals.asp�.

Parking at the Hyatt

Hyatt parking is located directly across the street at the Central Park-
ing System garage. They offer self-parking with in/out privileges for $23.00
a day, plus tax and valet parking with in/out privileges for $27.00 a day, plus
tax.

Room Sharing

ASA will compile a list of those who wish to share a hotel room and
its cost. To be listed, send your name, telephone number, e-mail address,
gender, smoker or nonsmoker preference, not later than 18 September to the
Acoustical Society of America, preferably by e-mail: asa@aip.org or by

postal mail to Acoustical Society of America, Attn.: Room Sharing, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502. The responsi-
bility for completing any arrangements for room sharing rests solely with
the participating individuals.

Weather

With 300 days of sunshine a year, San Antonio is an ideal destination
year round. Warm summers and mild winters are complemented by a very
pleasant spring and fall. The average annual precipitation is just
29.05 inches. In October the daily average temperature rages from 40–87 F,

so come prepared for cool weather as well as warm.

HOTEL RESERVATION INFORMATION

A block of guest rooms at discounted rates has been reserved for
meeting participants at the Hyatt Regency San Antonio. Early reservations
are strongly recommended. Note that the special ASA meeting rates are
not guaranteed after 3 October 2009. You must mention the Acoustical
Society of America when making your reservations to obtain the special
ASA meeting rates.

Hyatt Regency San Antonio

The Hyatt Regency San Antonio is located on the Riverwalk in down-
town San Antonio. The Riverwalk is the heart of the San Antonio entertain-
ment district and is a park-like area that borders the San Antonio River as it
meanders through the downtown area. The hotel is situated such that rooms
have views of the historic Alamo, the Riverwalk and downtown San Anto-
nio.

The Hyatt comprises 632 extra large contemporary guest rooms with
Hyatt Grand Beds™, iHome stereo with iPod dock, generous work desk,
and Wi-Fi.

Hyatt Regency San Antonio
123 Losoya Street
San Antonio, TX 78205
Tel: �210� 222-1234
Toll-Free: 1-800-233-1234
http://sanantonioregency.hyatt.com/hyatt/hotels/

Online Reservations

http://www.sanantonioregency.hyatt.com/groupbooking/satrsasa72009

Room Rate

Single/Double Occupancy: $189.00
Triple Occupying: $214.00
Quadruple Occupancy: $239.00
All rooms are subject to 16.75% tax
Reservation cut-off date: 3 October 2009

Assistive Listening Devices

Anyone planning to attend the meeting who will require the use of an
assistive listening device is requested to advise the Society in advance of the
meeting: Acoustical Society of America, Suite 1NO1, 2 Huntington Quad-
rangle, Melville, NY 11747-4502, asa@aip.org.

Child Care

Information about child care services will be provided on the ASA
website.

Accompanying Persons Program

Spouses and other visitors are welcome at the San Antonio meeting.
The registration fee for accompanying persons is $50.00 for preregistration
by 5 October and $75.00 at the meeting. A hospitality room for accompa-
nying persons will be open at the Hyatt Regency from 8:00 a.m. to 10:30
a.m., Monday through Friday. Please check the ASA website at �http://
asa.aip.org/meetings.html� for updates about the accompanying persons pro-
gram.
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REGISTRATION INFORMATION

The registration desk at the meeting will open on Monday, 26 October,
at the Hyatt Regency. Register online at �http://asa.aip.org� or use the form
in the printed call for papers. If your registration is not received at the
ASA headquarters by 5 October you must register on-site.

Registration fees are as follows:

Category
Preregistration
by 5 October

Onsite
Registration

Acoustical Society Members $385 $435

Acoustical Society
Members One-Day Attendance*

$195 $245

Nonmembers $435 $485

Nonmembers One-Day Attendance* $220 $270

Nonmember Invited
Speakers One-Day Attendance*

Fee waived Fee waived

Nonmember Invited
Speakers �Includes one-year ASA
membership upon completion of
an application�

$110 $110

ASA Early Career
Associate or Full Members
�For ASA members who transferred from
ASA student member status in 2007,
2008, or 2009�

$195 $220

ASA Student Members
�with current ID cards�

Fee waived $25

Nonmember Students
�with current ID cards�

$50 $60

Emeritus members of ASA
�Emeritus status pre-approved by ASA�

$50 $75

Accompanying Persons
�Spouses and other registrants who will not
participate in the technical sessions�

$50 $75

Nonmembers who simultaneously apply for Associate Membership in the
Acoustical Society of America will be given a $50 discount off their dues
payment for the first year �2010� of membership. Invited speakers who are
members of the Acoustical Society of America are expected to pay the
registration fee, but nonmember invited speakers may register for one-day
only without charge. A nonmember invited speaker who pays the full-week
registration fee, will be given one free year of membership upon completion
of an ASA application form.

If you register as a Nonmember Student and complete a membership
application, your first year’s membership dues �2010� are waived.

*One-day registration is for participants who will attend the meeting
for only one day. If you will be at the meeting for more than one day either
presenting a paper and/or attending sessions, you must register and pay the
full registration fee.

NOTE: A $25 PROCESSING FEE WILL BE CHARGED TO
THOSE WHO WISH TO CANCEL THEIR REGISTRATION AFTER

5 OCTOBER.

Calendar of Meetings and Congresses

2009

12–16 August, Jyväskylä, Finland. 7th Triennual Conference of the
European Society for Cognitive Science of Music (ESCOM 2009).
Web: http//www.fyu.fi/hum/laitokset/musikki/en/escom2009

23–28 August, Ottawa, Ont. Canada. Inter-noise 2009.
Web: http://www.internoise2009.com

23–27 Seattle, Washington, USA. 11th International Conference on
Music Perception and Cognition. Web: TBA

06–10 September, Brighton, UK. InterSpeech 2009 Conference.
Web: http://www.interspeech2009.org

07–11 September, Dresden, Germany. 9th International Conference
on Theoretical and Computational Acoustics.
Web: http://ictca2009.com

14–18 September, Kyoto, Japan. 5th Animal Sonar Symposium.
Web: http://cse.fra.affrc.go.jp/akamatsu/AnimalSonar.html

15–17 September, Koriyama, Japan. Autumn Meeting of the
Acoustical Society of Japan.
Web: http://www.asj.gr.jp/index-en.html

19–23 September, Rome, Italy. IEEE 2009 Ultrasonics Symposium.
E-mail: pappalar@uniroma3.it

21–23 September, Beijing, China. Western Pacific Acoustics
Conference (WESPAC). Web: http://www.wespacx.org

23–25 September, Xi’an, China. Pacific Rim Underwater Acoustics
Conference (PRUAC). E-mail: lfh@mail.ioa.ac.cn

23–25 September, Cádiz, Spain. TECNIACUSTICA’09.
Web: http://www.-sea-acustica.es

05–07 October, Tallinn, Estonia. International Conference on
Complexity of Nonlinear Waves. Web: http://www.ioc.ee/cnw09

18–21 October, New Paltz, NY, USA. IEEE Workshop on
Applications of Signal Processing to Audio and Acoustics
(WASPAA 2009).

26–28 October, Edinburgh, UK. Euronoise 2009.
Web: http://www.euronoise2009.org.uk

26–30 October, San Antonio, TX, USA. 158th Meeting of the
Acoustical Society of America.
Web: http://asa.aip.org/meetings.html

05–06 November, Dübendorf, Switzerland. Swiss Acoustical Society
Autumn Meeting. Web: http://www.sga-ssa.ch

23–25 November, Adelaide, Australia. Australian Acoustics Society
National Conference. Web: http://www.acoustics.asn.au/joomla

2010

15–19 March, Dallas, TX, USA. International Conference on
Acoustics, Speech, and Signal Processing.
Web: http://icassp2010.org

19–23 April, Baltimore, MD, USA. Joint Meeting: 158th Meeting of
the Acoustical Society of America and Noise Con 2010.
Web: http://asa.aip.org/meetings.html

09–11 June, Aalborg, Denmark. 14th Conference on Low
Frequency Noise and Vibration. Web: http://lowfrequency2010.org

13–16 June, Lisbon, Portugal. INTERNOISE2010.
Web: http://www.internoise2010.org

23–27 August, Sydney, Australia. International Congress on
Acoustics 2010. Web: http://www.ica2010sydney.org

14–18 September, Kyoto, Japan. 5th Animal Sonar Symposium
Web: http:cse.fra.affrc.go.jp/akamatsu/AnimalSonar.html

15–18 September, Ljubljania, Slovenia. Alp-Adria-Acoustics
Meeting joint with EAA. E-mail: mirko.cudina@fs.uni-lj.si

26–30 September, Makuhari, Japan. Interspeech 2010—ICSLP.
Web: http://www.interspeech2010.org

11–14 October, San Diego, California, USA. IEEE 2010
Ultrasonics Symposium. E-mail: bpotter@vectron.com
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14–16 October, Niagra-on-the-lake, Ont., Canada. Acoustics Week
Canada. Web: http://caa-aca.ca/E/index.html

15–19 November, Cancun, Mexico. 2nd Iberoamerican Conference
on Acoustics (Joint Meeting of the Acoustical Society of America,
Mexican Institute of Acoustics, and Iberoamerican Federation on
Acoustics), Cancun, Mexico. Web: http://asa.aip.org/meetings.html

2011
27 June–01 July, Aalborg, Denmark. Forum Acusticum 2011.
Web: http://www.fa2011.org

27–31 August, Florence, Italy. Interspeech 2011.
Web: http://www.interspeech2011.org

04–07 September, Gdansk, Poland. International Congress on
Ultrasonics. Web: TBA

04–07 September, Osaka, Japan. Internoise 2011. Web: TBA

2013

02–07 June, Montréal, Canada. 21st International Congress on
Acoustics (ICA 2013). Web: http://www.ica2013montreal.org

926 J. Acoust. Soc. Am., Vol. 126, No. 2, August 2009



REVIEWS OF ACOUSTICAL PATENTS
Sean A. Fulop
Dept. of Linguistics, PB92
California State University Fresno
5245 N. Backer Ave., Fresno, California 93740

Lloyd Rice
11222 Flatiron Drive, Lafayette, Colorado 80026

The purpose of these acoustical patent reviews is to provide enough information for a Journal reader to
decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.
Patents are available via the internet at http://www.uspto.gov.

Reviewers for this issue:

GEORGE L. AUGSPURGER, Perception, Incorporated, Box 39536, Los Angeles, California 90039
ANGELO CAMPANELLA, 3201 Ridgewood Drive, Hilliard, Ohio 43026-2453
JEROME A. HELFFRICH, Southwest Research Institute, San Antonio, Texas 78228
MARK KAHRS, Department of Electrical Engineering, University of Pittsburgh, Pittsburgh, Pennsylvania 15261
DAVID PREVES, Starkey Laboratories, 6600 Washington Ave. S., Eden Prairie, Minnesota 55344
CARL J. ROSENBERG, Acentech Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138
ERIC E. UNGAR, Acentech, Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138
ROBERT C. WAAG, Department of Electrical and Computer Engineering, University of Rochester, Rochester, New York 14627

7,503,225

43.28.Py ULTRASONIC FLOW SENSOR HAVING A
TRANSDUCER ARRAY AND REFLECTIVE
SURFACE

Tobias Lang, assignor to Robert Bosch GmbH
17 March 2009 (Class 73/861.25); filed in Germany 18 March 2004

The authors describe an ultrasonic measurement sensor utilizing the
drag of sound waves by a moving medium. The transducer is composed of
a number of individual transducers �2a–2n� formed in a linear array. The

array is then put in contact with one side of a fluid-carrying pipe, the other
side having a reflecting �smooth� surface to reflect the incident beam back at
the source array. By electrically delaying elements of the source array, a
converging wedge-shaped beam is formed that illuminates a small region of
the array upon its return. The position of the illuminated spot is linearly
dependent on the flow velocity and can be used to measure it.—JAH

7,408,841

43.30.Yj SYSTEM AND METHOD FOR
CALCULATING THE DIRECTIVITY INDEX OF A
PASSIVE ACOUSTIC ARRAY

John R. Welch et al., assignors to The United States of the America
as represented by the Secretary of the Navy

5 August 2008 (Class 367/131); filed 27 July 2007

This software patent just illustrates how to compute the directivity
index for a wide variety of underwater arrays. There is nothing new
here.—MK

7,411,333

43.35.Pt SURFACE ACOUSTIC WAVE DEVICE

Yoshikazu Kihara et al., assignors to TDK Corporation
12 August 2008 (Class 310/313 B); filed in Japan 21 July 2005

Optimum lithium tantalate and lithium niobate crystal cut angles are
claimed.—AJC

7,384,670

43.35.Zc COATING METHOD AND ATOMIZER

Shinji Tani et al., assignors to Ransburg Industrial Finishing K.K.
10 June 2008 (Class 427/421.1); filed in Japan 27 March 2003

Automobile coating �paint� application device 1 is claimed where pipe
5 supplies paint onto rotating head 4 which throws paint droplets onto ul-
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trasonic vibrator face 6a. The paint droplets are atomized on contact with

face 6a that is also slanted at angle �. A weak current of air or a charging
voltage transports atomized paint onto the surface to be coated. Banks of
such sprayers 1 surround an automobile body that is passed before them in
production.—AJC

7,389,663

43.35.Zc ACOUSTIC SHOT PEENING METHOD
AND APPARATUS

Patrick Cheppe et al., assignors to Sonats-Societe des Nouvelles
Applications des Techniques de Surfaces

24 June 2008 (Class 72/53); filed in France 20 October 2006

An acoustically driven shot peening apparatus 81 is claimed where a
vibrating tool 3 carrying “Sonotrode” 15 having vibrating �straight arrow�
surface that propels pellets 18 to repeatedly strike surface 10 that is to be
toughened. Tool 3 is traversed around surface 10 by rotating carrier 5 �round
arrow� on axis X to toughen the entire circumference of 10. No sonic fre-
quency is cited. Since the transducer style specified is piezoelectric, it might
be high frequency audio or ultrasonic.—AJC

7,395,710

43.35.Zc SYSTEM AND METHOD FOR MONITORING
A FILTER

Mohamed I. Daoud, assignor to Caterpillar Incorporated
8 July 2008 (Class 73/584); filed 28 February 2006

A diesel engine exhaust particulate filter condition monitor is claimed

where attenuation of the sound or ultrasound transmitted by 44 into exhaust
duct 28 through filter 40 and to receiver 48 is compared to the direct sound
received by receiver 46. Similar sound intensity at both receivers indicates a
clean filter or a filter that has cracks, holes, or leaks. A reduced sound
intensity at 48 indicates a clogged filter that should be cleaned. Suitable
sound frequencies include audible sound and ultrasound.—AJC

7,398,685

43.35.Zc MEASURING METHOD USING SURFACE
ACOUSTIC WAVE DEVICE, AND SURFACE
ACOUSTIC WAVE DEVICE AND BIOSENSOR
DEVICE

Atsushi Itoh and Motoko Ichihashi, assignors to Ulvac,
Incorporated

15 July 2008 (Class 73/599); filed in Japan 11 June 2004

Compensating means for the effect of substance viscosity on the mea-
surement of biochemical substance density while in contact with a surface
acoustic wave �SAW� is claimed. Two SAW operating frequencies are used,
one above and one below a center frequency. The frequency difference
between the upper and lower frequency SAWs required to cause a phase
difference of just plus and minus 45 deg with respect to the center frequency
is used to calculate and compensate for the viscosity effect on aforemen-
tioned density measurement.—AJC

7,405,072

43.35.Zc ACOUSTIC RADIATION FOR EJECTING
AND MONITORING PATHOGENIC FLUIDS

Mitchell W. Mutz and Richard N. Ellson, assignors to Picoliter
Incorporated

29 July 2008 (Class 435/286.3); filed 18 July 2002

Ultrasonic apparatus 1 for selecting pathogen containing particle 19
and ejecting it as droplet 61 of carrying fluid for observation is claimed.
Controller 37 provides electric driving current to generator 31 having trans-
ducer 35 which projects ultrasound through coupler 33 where spherical sur-
face 41 provides focusing of that ultrasound onto fluid surface 41. Reflected
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ultrasound serves to signal particle 19 presence near surface 27. Increased
drive by controller 37 then causes intense ultrasound at surface 27 to eject
droplet 61 carrying particle 19 to travel to well 51–55 with cover 57 re-
moved to collect droplets 19 for analysis.—AJC

7,397,165

43.38.Fx SURFACE WAVE RESONATOR WITH
REDUCED ACCELERATION SENSITIVITY

John A. Kosinski, assignor to The United States of America as
represented by the Secretary of the Army

8 July 2008 (Class 310/313 R); filed 27 March 2007

Reduced acceleration sensitivity of surface acoustic wave �SAW� de-
vice 20 is claimed where stiffener plate 21 is bonded by adhesive 22 to
piezoelectric substrate 27. The mass of substrate 27 is also reduced by
micromachining void 29, while being stiffened by cross-beam 30 left behind
in the micromachining operation.—AJC

7,502,486

43.38.Ja PLANE SPEAKER HAVING COIL PLATE
GUIDE DEVICE

Joung-Youl Shin, Naeson-Dong, Uiwang 437-804 and
Byung-Wan Han, 1478-4 Seocho3-Dong, Seocho-Gu, Seoul 137-
868, both of Republic of Korea

10 March 2009 (Class 381/396); filed in Republic of Korea 5
December 2003

A multi-turn, meandering coil planar loudspeaker effectively has two
windings on a single former, each winding operating in its own magnetic
gap. As a result, the voice coil assembly is quite deep and is subject to
deformation over time. This variant adds a lightweight, flexible plate at the
bottom that acts like a centering spider to maintain coil alignment and pre-
vent scraping.—GLA

7,505,032

43.38.Ja MOUSE DEVICE HAVING VOICE OUTPUT
UNIT

Jong-Hyun Shin, assignor to Soundscape Company, Limited
17 March 2009 (Class 345/163); filed in Republic of Korea 16 April

2003

Miniature loudspeaker 20 is attached to the interior of computer mouse
casing 10. There is no sound exit opening. Instead, the variations in air
pressure excite corresponding vibrations in the casing, allowing the sound to
be both heard and felt.—GLA
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7,505,603

43.38.Ja DYNAMIC MICRO SPEAKER WITH DUAL
SUSPENSION

Ok-Jung Yoo, assignor to Jin Young Acoustic Company, Limited
17 March 2009 (Class 381/404); filed in Republic of Korea 30

August 2002

This miniature loudspeaker employs a dual suspension to maintain coil
alignment during long excursions. Upper suspension 3 is conventionally
formed as part of the diaphragm. Lower suspension 4 is highly resilient. If
made of electrically conductive material it can also provide two electrical
paths from the ends of the moving coil to the stationary connection
terminals.—GLA

7,428,309

43.38.Kb ANALOG PREAMPLIFIER MEASUREMENT
FOR A MICROPHONE ARRAY

Henrique Malvar and Ivan Tashev, assignors to Microsoft
Corporation

23 September 2008 (Class 381/58); filed 4 February 2004

From very digital Microsoft comes this very analog disclosure in order
to calibrate the preamplifiers and filtering in a microphone array and add an
additional signal path as shown in the figure. This can be used as the input
of a calibrated pulse. Treated as an impulse, this can be used as the basis for
a spectral analysis method such as the fast Fourier transform, and then an
inverse compensation filter can be calculated.—MK

7,428,310

43.38.Kb AUDIO OUTPUT ADJUSTING DEVICE OF
HOME THEATER SYSTEM AND METHOD THEREOF

Jeong-Hyun Park, assignor to LG Electronics Incorporated
23 September 2008 (Class 381/104); filed in Republic of Korea 31

December 2002

Imagine: Add a microphone to a multichannel audio system and you
can record the levels and the delays at a listening spot. Accordingly, com-
pensation could be computed, but then you would have to give an algorithm
to do so, which is missing from this Lucky Goldstar �LG Electronics� patent.
Also missing are all the possible different implementations. All in all, with-
out these details, this borders on the obvious.—MK

7,429,931

43.38.Md PROXIMITY CONTROL OF ON-BOARD
PROCESSOR-BASED MODEL TRAIN SOUND
AND CONTROL SYSTEM

Frederick E. Severson, Beaverton, Oregon
30 September 2008 (Class 340/686.1); filed 30 June 2005

In the quest for more realistic sound generation in model railroading,
the inventor uses the now ubiquitous microprocessor with various sound
generators as shown. Notice how the track voltage can be used as a control
input and thereby generate speed specific sounds such as brake squeals and
motor sounds.—MK
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7,400,821

43.38.Ne DEVICE AND METHOD FOR
REPRODUCING PHOTOGRAPHIC SOUND
RECORDINGS

Dieter Poetsch et al., assignors to Thomson Licensing
15 July 2008 (Class 386/104); filed in Germany 11 September 2000

35 mm film sound can be recorded either optically or magnetically. In
this case, the disclosure describes an image processing algorithm that digi-
tizes the optical sound track and finds the edges so that the audio signal
magnitude can be computed. Notably, the signal processing equations are
provided.—MK

7,375,453

43.38.Rh SURFACE ACOUSTIC WAVE SUBSTRATE

I-Nan Lin et al., assignors to Tamkang University
20 May 2008 (Class 310/313 R); filed in Taiwan 3 April 2006

High propagation speed surface acoustic wave devices can be made
from a crystalline aluminum nitride �AlN� layer 3 on a diamond layer 1, but
delamination can occur for AlN layers greater than 2 �m thick. The authors
claim that graded adhesion layers of titanium 21 and titanium nitride 22 will
enhance the adhesion of AlN to diamond.—AJC

7,375,454

43.38.Rh SURFACE ACOUSTIC WAVE EXCITATION
DEVICE

Masaya Takasaki, assignor to National University Corporation
Saitama University

20 May 2008 (Class 310/313 R); filed in Japan 19 October 2004

The author claims a surface acoustic wave device 11-20 that also acts

as a vibration transducer to launch a surface wave into glass substrate 30
that is also a touch-sensitive screen. Transducer cover 61 is held to glass
panel 30 by a vacuum that is created during manufacture.—AJC

7,499,562

43.38.Si VIRTUAL MULTI-CHANNEL SPEAKER UNIT

Soon-Teak Shim, Daejeon City, Republic of Korea
3 March 2009 (Class 381/382); filed in Republic of Korea 22

September 2003

Many patents are difficult to understand, but in this case both the
patent document and the invention itself are vague and ambiguous. The text
and illustrations describe a “speaker unit” that is actually an earphone de-
signed as a miniature vented loudspeaker system. The vent takes the form of
a long tube 10, “…physically shaped into a specific form to form a virtual
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channel of the speaker and which can cancel air pressure applied to a user’s
eardrum to reduce fatigue and improve sound quality of the speaker.” It
appears that “multi-channel” refers to the front and rear sound channels
rather than multi-channel program material, yet the patent also makes refer-
ence to creating a “multi-channel effect.” The claims define “a virtual multi-
channel speaker unit,” with no mention of ears, eardrums, or earphones.
However, the speaker unit does contain a “solenoid coil,” “a magnetic body
around which the solenoid coil is wound,” and “a diaphragm that faces one
side of the magnetic body.”—GLA

7,499,735

43.38.Si MOBILE STATION WITH SOUND SPEAKER

Yukio Murata, assignor to NEC Corporation
3 March 2009 (Class 455/575.1); filed in Japan 30 March 2004

The goal of this patent is to simplify the construction of a cellular
telephone by incorporating a sound-conducting tube for the loudspeaker as
part of the inner frame. Everything simply snaps into place. The inventor’s

curiosity led him to measure the response of the assembly with tubes of
different lengths. Although not mentioned in the patent claims, it is apparent
that tube geometry can be used to shape the high frequency response of the
system.—GLA

7,502,478

43.38.Si STEREO AUDIO HEADSET INTERFACE
AND METHOD THAT IS COMPATIBLE WITH MONO
HEADSETS

Jay King, assignor to Kyocera Wireless Corporation
10 March 2009 (Class 381/55); filed 21 November 2003

Test equipment and line-level audio amplifiers often include an output
series resistor to provide short circuit protection. If the device is a stereo
headphone amplifier then the two series resistors will also allow a mono
headset to be used. This seemingly obvious observation so enchanted the
patent examiner that 11 claims were granted.—GLA

7,505,602

43.38.Si MOBILE DEVICE WITH IMPROVED
ACOUSTIC PORTING

W. Chris Eaton, assignor to Sony Ericsson Mobile
Communications AB

17 March 2009 (Class 381/351); filed 28 February 2003

In this mobile telephone, loudspeaker 304 drives front chamber 314
which is vented through port 312. High frequency response can be con-
toured by adjusting the combination of chamber volume and vent geometry.
The interior cavity 318 is used as a “mixing volume” to combine front and
rear radiations. Sound exits through opening 320. The patent includes a
response curve showing rolloff above 1 kHz, but peaking again at about
3.2 kHz. Usable response extends from roughly 150 Hz to about
3.5 kHz.—GLA

7,502,477

43.38.Vk AUDIO REPRODUCING APPARATUS

Kiyofumi Inanaga and Yuji Yamada, assignors to Sony
Corporation

10 March 2009 (Class 381/17); filed in Japan 30 March 1998

Exactly what is patented here, why it is patented, and what is to be
accomplished by the invention are all questions that remain unanswered
after a third reading of the patent document. Inputs 11–15 represent five
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channels of a surround sound system, except that the front-center channel
seems to be missing. Claim 1 adds to the confusion by listing the previous
five channels and then adding, “…an additional channel signal being the
center channel.” Going back to the diagram, distributing circuit 3 presum-
ably combines the low-frequency effect signal with the four main signals.
Digital processing unit 4 then utilizes panning functions to reduce the four
signals to two for headphone listening. That is how I interpret the patent but
I may be wrong.—GLA

7,498,721

43.40.Cw RESONANT SENSOR ASSEMBLY

Edward Barry Jones et al., assignors to Brunel University
3 March 2009 (Class 310/338); filed in United Kingdom 5

February 2003

This patent describes an interesting form of the tuning fork resonator
that is designed to be simple to fabricate and mount to a fixture. The basic
resonator is three parallel beams 12, 14, and 16 that are used in a mode of
vibration wherein 12 and 16 move out of phase with central beam 14. Beam
14 is twice the width of beams 12 and 16, a ratio that the authors say
maximizes the Q by minimizing coupling of vibrations to the clamped sup-
port areas on the ends. The motion of the beams is excited by piezoelectric
elements that are screen printed on areas 20 and 22 where the central beam
bending stresses are highest, transducer 20 being used as a driver and 22
being used as a receiver. Using electrical feedback between the two ele-
ments, it is possible to create an oscillator with a Q of 3300 at 6 kHz in air,
using stainless steel of length�width dimensions of 15�4 mm2.—JAH

7,401,515

43.40.Jc ADAPTIVE CIRCUITS AND METHODS
FOR REDUCING VIBRATION OR SHOCK INDUCED
ERRORS IN INERTIAL SENSORS

Mark W. Weber, assignor to Honeywell International
Incorporated

22 July 2008 (Class 73/504.12); filed 28 March 2006

Adaptive control 92 against the disturbance effect of shock and vibra-
tion on an inertial navigation sensor �not shown� is claimed, where the shock
is determined by accelerometer 94. The inertial sensor �not shown� output
102 is monitored by 96 for out-of-likelihood deviations 100. On detecting an

unacceptable deviation �YES�, the gain and/or the damping 98 of sensor
output signal is adjusted to minimize that error for guidance
purposes.—AJC

7,370,524

43.40.Vn ADAPTIVE VIBRATION CONTROL USING
SYNCHRONOUS DEMODULATION WITH
MACHINE TOOL CONTROLLER MOTOR
COMMUTATION

David James Hopkins, assignor to Lawrence Livermore National
Security, LLC

13 May 2008 (Class 73/146.2); filed 15 August 2005

An active vibration control system for reducing the housing vibration
due to imbalance of an internal rotating spindle is claimed. The signal pro-
duced by capacitance displacement sensor 103 is fed into processor 115
along with the phase signal from encoder 102 into synchronous demodulator
106 to produce position signal 110. Comparator 110 provides an error signal
to amplifier 112 that drives transducer coil 113 to reduce spindle
vibration.—AJC

7,403,367

43.40.Vn ACTIVE VIBRATION INSULATOR

Takayoshi Yasuda et al., assignors to Tokai Rubber Industries,
Limited

22 July 2008 (Class 361/139); filed in Japan 28 December 2004

A vehicle engine active vibration isolation control system 1 is claimed
that will inspect �191–194� and identify a vibrator 16-17 malfunction drive
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signal yc characteristic of a broken wire, locked plunger, ruptured force
plate, etc. The inspection 191 and adjustment rates are preferably below 25
per second so as to be inaudible to vehicle passengers. The inspection period
when examining transducer drive currents is less than 1 s and preferably
between 0.8 and 0.4 s.—AJC

7,410,039

43.40.Vn TUNABLE VIBRATION ABSORPTION
DEVICE

Siu Wing Or et al., assignors to ASM Assembly Automation
Limited

12 August 2008 (Class 188/380); filed 4 February 2005

Smart vibration dynamic damper system 10 is claimed where vibration
transverse to support beam 14–16 sets mass 12c on tensioned beam 14–16.
Significant vibration energy is absorbed when the beam tension is appropri-
ate for mass-spring resonance. Beam tension is adjusted by a variable cur-
rent through the spiral coil around mass 12a, causing the magnetostrictive
central material part of beam 14–16 to shrink in length. A piezoelectric
tension sensor �not shown� is incorporated into the beam assembly inside the
coil. Current is adjusted by a controller to cause maximum mass-spring
vibration amplitude for maximum vibration damping.—AJC

7,482,731

43.40.Vn KIT AND METHOD FOR CONSTRUCTING
VIBRATION SUPPRESSION AND/OR SENSING
UNITS

Baruch Pletner and Gregory A. Zvonar, assignors to IPTrade,
Incorporated

27 January 2009 (Class 310/321); filed 27 October 2005

The kit described in this patent pertains to an active vibration suppres-

sion system that is intended to be mounted at key locations, such as the
effector of a robotic arm, of equipment whose performance is highly sensi-
tive to vibration. The system is designed in modular fashion and requires no
cables �or only small cables� to be installed between the equipment’s sta-
tionary and moving parts. The system consists of one or more sensing de-
vices, a controller, and one or more actuators. Each of these is a self-
contained unit that includes all electronics on printed circuit boards and that
communicates with the others wirelessly as far as possible. Suitable control
algorithms supposedly can be programmed into the circuit boards but are not
discussed in this patent.—EEU

7,497,146

43.40.Vn METHOD FOR FILTERING ROTATIONAL
VIBRATIONS FOR MOTOR VEHICLE

Jacques Clausin, assignor to Valeo Embrayages
3 March 2009 (Class 74/574.1); filed in France 4 May 2001

This rotational dynamic absorber is intended to suppress shaft vibra-
tions that occur in a limited range of frequencies. It is constructed so that it
has its natural frequency in the range of frequencies of concern and is
provided with an active control system that tunes it to the particular fre-
quency at which the shaft vibrates at a given time. This tuning is done via
inductive windings located near the absorber’s periphery. These windings
interact with permanent magnets attached to the absorber edge. The current
in the inductive windings is determined by a controller, which acts on the
basis of the output of a shaft-mounted vibration sensor.—EEU

7,478,563

43.40.Yq APPARATUS AND METHOD TO
MEASURE CABLE TENSION

Simon Weisman, Toronto, Ontario, Canada
20 January 2009 (Class 73/831); filed 23 June 2006

The tension in a cable is determined by measuring the cable’s natural
fundamental frequency. The system described in this patent consists of a pair
of clamps that have an accelerometer attached and that may be easily affixed
to cables of various diameters. The accelerometer signal is fed to a com-
puter, which determines the signal’s frequency and calculates the cable ten-
sion by means of a simple formula. This formula includes the length and the
weight of the cable, which presumably must be supplied by the user of the
apparatus. The patent does not indicate how the cable is set into vibratory
motion.—EEU

7,487,679

43.40.Yq VEHICLE VIBRATION ANALYZER

Scott Anthony Sirrine and Kevin W. Marsh, assignors to Eaton
Corporation

10 February 2009 (Class 73/660); filed 10 May 2005

This analyzer system is intended to permit a non-specialist to identify
the sources of excessive vibrations in a vehicle. It makes use of signals from
a number of vibration sensors. These signals are fed to a computer that
attributes the vibrations to common sources, compares the vibrations to
predetermined threshold values, and causes possible sources of excessive
vibrations and corresponding repair recommendations to be displayed on a
screen. The patent includes signal analysis flowcharts, but no further infor-
mation on data processing.—EEU
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7,493,238

43.40.Yq ABNORMAL NOISE CORRECTION
VERIFICATION APPARATUS

Tsutomu Tanaka et al., assignors to Nissan Motor Company,
Limited

17 February 2009 (Class 702/191); filed in Japan 30 January 2006

The apparatus described here is intended to verify whether action
taken to correct an abnormal noise in a motor vehicle is effective. The
signals obtained from one or more vibration sensors before and after the
corrective action under identical operating conditions are stored, filtered,
and compared.—EEU

7,373,924

43.50.Gf METHOD AND SYSTEM TO MITIGATE
PUMP NOISE IN A DIRECT INJECTION, SPARK
IGNITION ENGINE

Eric Krengel et al., assignors to Ford Global Technologies, LLC
20 May 2008 (Class 123/457); filed 10 May 2007

Objectionable ticking noise from engine 180 fuel injectors 110 emitted
at low speed and idle is reduced by disabling the high pressure action of
pump 8. Low fuel pressure from tank pump 130 is sufficient for low engine
power conditions, whereby the fuel injection metering can also be more
accurate.—AJC

7,375,526

43.50.Gf ACTIVE-PASSIVE ELECTROMAGNETIC
SHIELDING TO REDUCE MRI ACOUSTIC NOISE

William A. Edelstein et al., Schenectady, New York
20 May 2008 (Class 324/318); filed 20 October 2006

Improved noise reduction for magnetic resonance imaging �MRI� de-
vices is claimed. Metal enclosure 304 is located around the entire apparatus.
MRI devices work by superimposing an axial radio frequency field, scan-
modulated at audio frequencies, via “gradient” coils 20 and 30. A metal
tube, not shown, large enough in diameter to pass a human body, is located

along axis 250. When the gradient rf field is not strictly aligned along axis
250, the rf field component normal to the metal surface of the tubes will
induce rf eddy currents, also modulated at an audio frequency. In conjunc-
tion with the strong static magnetic field necessary to produce magnetic
resonance, this eddy current results in a Lorentz force on metal surfaces 304
and the axial central tube, causing these metal surfaces to vibrate at audio
frequencies and to emit strong acoustic noises. Gradient coil 30 is extended
axially to reduce the radial field component or fringing and is named the
“active” portion of noise reduction. Passive reduction in such fringing and
noise was achieved in prior art by adding a conducting metal �viz., copper�
tube just outside gradient coil 30. The claimed additional passive noise
reduction is achieved by adding shields 210, 222, and 232. Angle 242 is
chosen to improve noise reduction.—AJC

7,399,020

43.50.Gf SOUND INSULATION STRUCTURE FOR
TRACTOR

Kenichi Aoyama et al., assignors to Kubota Corporation
15 July 2008 (Class 296/39.3); filed in Japan 29 September 2006

Improved insulation of tractor engine noise from engine �not shown�
arriving at driver is claimed where isolation gap 40 between hood 13 and
cabin wall 21 is provided.—AJC

7,503,429

43.55.Ev ACOUSTIC PANEL ASSEMBLY

Dean Arden Boyce, assignor to Deere & Company
17 March 2009 (Class 181/290); filed 29 March 2007

The assembly has two parts: an outer hard sound barrier shell of poly-
propylene and a sound absorbing panel insert. The two panels are designed
to interlock and nest, thus simplifying the installation process, reducing
costs, and assuring a matched and snug fit for the inset panel. The assembly
is well suited for the interior of an agricultural vehicle.—CJR
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7,503,430

43.55.Ev REDUCED DUST ACOUSTIC PANEL

Mark H. Englert and Salvatore C. Immordino, Jr., assignors to
USG Interiors, Incorporated

17 March 2009 (Class 181/294); filed 7 September 2006

This acoustic panel has all the ingredients for sound absorption �po-
rosity, interior voids, interlocking matrix, light weight, etc.� plus an anti-
dusting additive �like polyethylene glycol� to reduce dust when the panel is
cut.—CJR

7,382,465

43.60.Rw OPTICAL VIBROMETER

David M. Pepper, assignor to HRL Laboratories, LLC
3 June 2008 (Class 356/485); filed 25 August 2006

A remote sensing surface vibration monitor �figure� is claimed that
transmits 1.5 �m laser radiation 110 onto surface 10. Motion or vibration by
10 will modulate the phase of reflection or back scatter radiation 120, also

with a speckle character. Reflection or back-scattering 120 speckle is re-
ceived by the fiber collimator that sends the collected radiation to receiver
125 which converts it to electric signal 128. Coherent detector 129 produces
an electric signal that replicates the motion or vibration of surface 10.—AJC

7,377,359

43.66.Lj DEVICE FOR MODULATING NOISE IN A
MOTOR VEHICLE

Marcus Hofmann et al., assignors to Daimler AG
27 May 2008 (Class 181/275); filed in Germany 12 July 2003

Automobile V-6 and V-8 engine exhaust systems often employ a two
outlet exhaust system 5 with connecting crossover 8 to efficiently provide
noise reduction. However, the crossover attenuates the 1.5th order �third

harmonic of the rotation� and the 4.5th order tones necessary to produce a
“sporty” �sic� exhaust sound. Maintenance of these ordered tones is
achieved by adding tone resonance components 11–15 inside crossover en-
closure 9.—AJC

7,495,034

43.66.Ts DEFORMABLE SOFT MOLDING
COMPOSITIONS

Alan Edward Litke et al., assignors to Henkel Corporation
24 February 2009 (Class 522/96); filed 20 August 2004

A curable composition of at least one urethane acrylate oligomer and
at least one reactive diluent is used to form a deformable but durable hearing
aid housing for increased wearing comfort. The hearing aid housing, which
has a Shore A hardness ranging from 60 to 75, may be adhered to a soft tip
by crosslinkage. Tear strength and tensile modulus achieved are said to be
greater than 75 pli and 2150 psi, respectively.—DAP

7,496,205

43.66.Ts METHOD FOR ADJUSTING A HEARING
DEVICE AS WELL AS AN APPARATUS TO
PERFORM THE METHOD

Volker Kühnel, assignor to Phonak AG
24 February 2009 (Class 381/60); filed 9 December 2003

The goal is a more effective starting point for the hearing aid dispenser
to fit a new hearing aid on a previous hearing aid wearer. This is accom-
plished by initially using the parameter settings of the older hearing aid�s�

with no a priori knowledge of them. The transfer function of the older
hearing device is determined with a test signal generated by the hearing aid
computerized fitting-programming system. Then the processed output of
the old device from a coupler microphone is used as a direct electrical
input test signal to the new device so it can be adjusted to the same
performance.—DAP

7,496,206

43.66.Ts HEARING AID WITH A MAGNETIC FIELD-
CONTROLLED SWITCH, AND OPERATING
METHOD THEREFORE

Kunibert Husung, assignor to Siemens Audiologische Technik
GmbH

24 February 2009 (Class 381/312); filed in Germany 24 September
2003

A ferrite magnetic field sensor in a Wheatstone bridge circuit drives a
switching circuit to alternate between modes, e.g., microphone and telecoil.
The ferrite may consist of a ferrite core and coil, the latter of which is used
in an LC oscillator connected to the bridge. When a static magnetic field
comes into close proximity with the hearing aid, the resulting change in
inductance L is sensed within the bridge circuit which triggers mode
switching.—DAP
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7,496,405

43.66.Ts SOUND PROCESSING AND STIMULATION
SYSTEMS AND METHODS FOR USE WITH
COCHLEAR IMPLANT DEVICES

Leonid M. Litvak et al., assignors to Advanced Bionics, LLC
24 February 2009 (Class 607/56); filed 14 March 2005

Cochlear implant electrodes, properly stimulated, simultaneously act
as virtual electrodes to more accurately reproduce spectral peak frequency
information. A stimulus is applied to a first electrode to determine if a
partner electrode in a fitting group associated with frequencies in a process-
ing sub-channel would be stimulated simultaneously. All electrodes causing

this simultaneous stimulation that are not part of the fitting group are dis-
abled and the portion of the current that would otherwise be applied to these
electrodes is applied instead to their partner electrodes in the fitting
group.—DAP

7,496,406

43.66.Ts SYSTEM AND METHOD FOR FITTING A
COCHLEAR IMPLANT SOUND PROCESSOR
USING ALTERNATIVE SIGNALS

Philip A. Segel et al., assignors to Advanced Bionics, LLC
24 February 2009 (Class 607/57); filed 29 August 2003

Pulse trains using selective amounts of amplitude modulation, rather
than constant amplitude stimuli, are used to set the parameters for cochlear
implant stimulation in order to mimic the temporally varying signals en-
countered in everyday life. The temporally modulating signals may consist
of noise bands with adjustable bandwidth and center frequency, complex
tonal stimuli with adjustable amplitude and spectra, and actual speech
tokens.—DAP

7,499,559

43.66.Ts HEARING DEVICE AND METHOD FOR
CHOOSING A PROGRAM IN A MULTI PROGRAM
HEARING DEVICE

Sigi Wyrsch, assignor to Bernafon AG
3 March 2009 (Class 381/314); filed in Denmark 18 December 2002

In a manual learning operating mode, signal processing parameter sets
are chosen initially by the hearing device wearer for particular acoustic
listening environments and are stored in the device memory along with
characteristics of the listening environment. Subsequently in an automatic
operating mode, the hearing device identifies the current acoustic environ-
ment as one of those previously stored and automatically chooses from
memory the signal processing parameters most frequently selected by the
wearer for that listening environment.—DAP

7,499,560

43.66.Ts HEARING DEVICE WITH INDIVIDUALLY
CONFIGURABLE HARDWARE INTERFACE

Steffan Aschoff et al., assignors to Siemens Audiologische Technik
GmbH

3 March 2009 (Class 381/323); filed in Germany 27 August 2003

The goal is to reduce software overhead by making the hearing device
hardware configurable. A register attached to a communication port is made
available, into which an external device can store data that configures the
hardware and signal processing.—DAP
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7,499,561

43.66.Ts HEARING AID WITH CERUMEN
PROTECTION

Thomas Hanses and Torsten Niederdränk, assignors to Siemens
Audiologische Technik GmbH

3 March 2009 (Class 381/325); filed in Germany 11 May 2004

The hearing aid output sound port is cone-shaped to facilitate easy
removal of debris. The hearing aid housing and cone are covered with a
hydrophobic or oleophobic protective nano-coating that has antibacterial
properties owing to inclusion of silver ions.—DAP

7,502,483

43.66.Ts HEARING AID, TRAINING DEVICE, GAME
DEVICE, AND AUDIO OUTPUT DEVICE

Hiroshi Rikimaru, Sakyo-ku, Kyoto-shi, Kyoto, Japan
10 March 2009 (Class 381/320); filed in Japan 10 October 2002

For treating or training persons with a neural disorder, a noise-vocoded
speech sound signal is generated by �1�extracting the amplitude envelopes
of an incoming sound signal in multiple bands, �2� multiplying the enve-
lopes with a noise signal extracted for the same frequency bands, and �3�
summing the multiplier output signals. The patent asserts that such persons
will recognize this signal by utilizing normal portions of the brain
maximally.—DAP

7,496,506

43.72.Gy METHOD AND APPARATUS FOR ONE-
STAGE AND TWO-STAGE NOISE FEEDBACK
CODING OF SPEECH AND AUDIO SIGNALS

Juin-Hwey Chen, assignor to Broadcom Corporation
24 February 2009 (Class 704/226); filed 29 January 2007

To more efficiently derive appropriate filters for use in a noise feed-
back coding codec structure, methodology is provided for achieving two-
stage prediction and two-stage noise spectral shaping at the same time in
order to achieve two-stage noise feedback coding. Two predictors are com-
bined into a single composite predictor, or two single-stage codec structures
are used in a nested manner to decouple long-term prediction and spectral
shaping from short-term prediction and spectral shaping.—DAP

7,502,733

43.72.Gy METHOD AND ARRANGEMENT IN A
COMMUNICATION SYSTEM

Soren V. Andrsen et al., assignors to Global IP Solutions,
Incorporated

10 March 2009 (Class 704/211); filed in Sweden 28 December 1999

This patent addresses the delay jitter problem for digitized sound pack-
ets arriving too late for continual playback of consecutive signal frames. The
traditional solution to delay jitter, a jitter buffer, is not perfect because it has
to be long enough to ensure a continuous packet flow while not causing too
great a delay. Instead, the lengths of received signal frames are manipulated
by performing time expansion of one or more signal frames with time vary-
ing lengths at time varying intervals when the jitter buffer is close to
underflow.—DAP
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7,502,735

43.72.Gy SPEECH SIGNAL TRANSMISSION
APPARATUS AND METHOD THAT MULTIPLEX AND
PACKETIZE CODED INFORMATION

Hiroyuki Ehara, assignor to Panasonic Corporation
10 March 2009 (Class 704/228); filed in Japan 17 September 2003

A speech signal is transmitted with a first coded information coded in
a normal state, multiplexed with second coded information used to improve
quality of decoded speech when a frame loss occurs. First and second error
signals are calculated from the errors between first and second target signals
and synthesized signals generated by the fixed codebook. An error ratio is
calculated from the ratio of the first error signal to the second error signal. A
speech frame is classified according to this error ratio, and a decision is
made whether or not to multiplex the second coded information for error
concealment on lost packets.—DAP

7,496,387

43.72.Ne WIRELESS HEADSET FOR USE IN
SPEECH RECOGNITION ENVIRONMENT

Roger Graham Byford et al., assignors to Vocollect, Incorporated
24 February 2009 (Class 455/575.2); filed 25 September 2003

In today’s interconnected world a variety of tasks are performed using
speech recognition systems. In many cases it would be convenient to include
a wireless headset in the communication hookup. This patent points out,

however, that a number of drawbacks are encountered with such a combi-
nation. An improved design is described which includes speech detection
circuitry to avoid the need for continuous audio transmission and which
transmits sampled, processed signals rather than pure audio.—GLA

7,502,484

43.72.Ne EAR SENSOR ASSEMBLY FOR SPEECH
PROCESSING

Lester S. H. Ngia et al., assignors to Think-A-Move, Limited
10 March 2009 (Class 381/320); filed 14 June 2007

A microphone located inside the ear canal will pick up the wearer’s
speech but sound quality is muffled and unnatural. Nonetheless, according
to this patent, the signal can be processed by speech recognition circuitry
with surprising accuracy largely because of the high signal-to-noise ratio.
Accuracy can be further improved by equalizing the signal to more closely
match normal airborn speech.—GLA

7,502,737

43.72.Ne MULTI-PASS RECOGNITION OF SPOKEN
DIALOGUE

Sangita R. Sharma, assignor to Intel Corporation
10 March 2009 (Class 704/251); filed 24 June 2002

First and second speech recognizers implement statistical language and
grammar-based models, respectively. Confidence estimators are used on
keywords for each speech recognizer to pick out utterances needing repeat-
ing if their confidence scores are below preset thresholds.—DAP

7,408,103

43.75.Kk CYMBAL MUTING SYSTEM

Martin Richard Wachter, Baltimore, Maryland
5 August 2008 (Class 84/411 M); filed 16 May 2005

Simply put, a polyvinyl chloride annulus is glued �via adhesive disk
30� to a cymbal 20. The idea is to dampen vibrations in the cymbal by
stiffening the metal plate. This is, no doubt, cheaper than using thicker
metal.—MK
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7,405,351

43.75.Tv EVENT ACTIVATED WIND CHIME
SYSTEM AND METHOD OF USE

Joon Maeng, assignor to Strauss Acquisitions, L.L.C.
29 July 2008 (Class 84/404); filed 19 April 2006

Take a set of suspended tubular chimes and add either electromechani-
cal or wind activation �possibly via a computer network� and you have a
modern version of wind chimes.—MK

7,427,710

43.75.Tv PICKUP APPARATUS

Koji Hara, assignor to Roland Corporation
23 September 2008 (Class 84/723); filed in Japan 7 January 2005

In electric stringed instruments, the humbucker pickups exhibit two
problems: �1� the adjacent string can be picked up by the transducer and �2�
the pitch and amplitude can be incorrect due to the mixing of two strings.
The inventor proposed placing the axes of the magnets offset by an angle.
This will mitigate the crosstalk but not eliminate it, and the writing does not
analyze the effect of separation and angle.—MK

7,408,107

43.75.Wx KEYBOARD WITH AUDIO OUTPUT

Thomas H. Szolyga, assignor to Hewlett-Packard Development
Company, L.P.

5 August 2008 (Class 84/615); filed 7 December 2004

To those “skilled in the art,” the idea of adding an audio output to a
keyboard all connected via universal serial bus is obvious. Clearly, the
Patent Office thinks otherwise.—MK

7,408,109

43.75.Wx CAPACITIVE ELECTRIC MUSICAL
INSTRUMENT VIBRATION TRANSDUCER

Paul John Freitas, Santa Cruz, California
5 August 2008 (Class 84/723); filed 15 February 2006

This disclosure illustrates the many and varied uses of capacitive sen-
sors in electronic musical instruments: a drum, guitar, and cymbal are all
described. Additionally, the schematics are provided for the capacitance to
voltage conversion. The writing is both clear and succinct.—MK

7,427,066

43.75.Wx PUZZLE APPARATUS WITH AUDIBLE
SOUNDS

Richard P. Goodwin, assignor to Fenwick Enterprises LLC
23 September 2008 (Class 273/153 R); filed 19 October 2005

Imagine a set of blocks with cartoons or some other visual image.
Magnets on the side of each block can activate sounds that match the char-
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acter on the block. How many batteries do you need?—MK

7,494,469

43.80.Vj CONNECTION APPARATUS AND METHOD
FOR CONTROLLING AN ULTRASOUND PROBE

Reinhold Bruestle, assignor to GE Medical Systems Global
Technology Company, LLC

24 February 2009 (Class 600/459); filed 29 January 2004

Two chambers and a seal between them are included in an ultrasound
probe. An electrical connection is made between the two chambers. The
connection member in the second chamber has a flexible part and a rigid
part. The rigid part forms part of the seal.—RCW

7,496,398

43.80.Vj SPATIALLY CORRELATED X-RAY AND
ULTRASOUND MAMMOGRAPHIC IMAGING
SYSTEMS AND METHOD

Morgan W. Nields et al., assignors to Hologic Incorporated
24 February 2009 (Class 600/427); filed 27 September 2002

Spatially correlated x-ray and ultrasound images of the breast are ob-
tained. The images are combined to provide three-dimensional information
that locates a region of interest for analysis or biopsy. A user interface
facilitates procedures such as an ultrasound-guided needle biopsy.—RCW

7,497,830

43.80.Vj THREE DIMENSIONAL ULTRASONIC
IMAGING USING MECHANICAL PROBES WITH
BEAM SCANNING REVERSAL

Xiang-Ning Li, assignor to Koninklijke Philips Electronics N.V.
3 March 2009 (Class 600/459); filed 2 November 2004

A one-dimensional transducer array is mechanically swept back and
forth to image a volume. As the array is swept in one direction, planes are
scanned in a direction that is opposite to the scan direction when the array is
swept in the other direction. The result is a zigzag scanning pattern through
the volume.—RCW

7,500,952

43.80.Vj PORTABLE ULTRASOUND IMAGING
SYSTEM

Alice M. Chiang and Steven R. Broadstone, assignors to Teratech
Corporation

10 March 2009 (Class 600/446); filed 19 July 2000

A portable battery-powered data processor and display unit is coupled
by a cable to an ultrasound scan head. The scan head includes an array of
transducers and electronic circuitry. The circuitry is used for transmission of
ultrasound pulses and for beamformation.—RCW

7,500,954

43.80.Vj EXPANDABLE ULTRASOUND
TRANSDUCER ARRAY

Walter T. Wilser and John Paul Mohr, assignors to Siemens
Medical Solutions USA, Incorporated

10 March 2009 (Class 600/467); filed 22 September 2005

This transducer array folds to a smaller size for insertion and with-
drawal from a patient and unfolds to provide a larger radiating surface for
use in imaging a region of interest.—RCW
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